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Abstract
Bank fraud detection is a crucial challenge in the financial sector, requiring innovative methodologies to
combat the evolution of fraudulent activities. Starting from traditional rule-based systems, this study
introduces a pioneering approach by merging machine learning algorithms with clustering techniques.
Using a cascade approach, different models adapted to different fraud patterns are employed sequentially
to classify transactions; the study explores variousmodel ensembles to find themost effective combination.
The experimental results emphasize the method’s effectiveness in identifying fraudulent transactions
while maintaining superior recall rates; in fact, this work emphasizes the importance of recall in this
field, whereas other works focus exclusively on accuracy. Conventional classification algorithms show
inefficiency with the dataset used, manifesting itself in consistently low average recall rates; in contrast,
the proposed methodology yields significant improvements in accuracy and recall. Meticulous analysis
of false positives and negatives validates the system’s robustness, promising a solid safeguard against
financial losses from undetected fraud cases.
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1. Introduction

Bank fraud poses a significant threat to financial institutions and their customers worldwide,
with losses amounting to billions of dollars annually [1]. The dynamic nature of fraudulent
activities, coupled with the limitations of traditional rule-based systems, underscores the ur-
gent need for more sophisticated detection mechanisms [2]. Recognizing this imperative, the
integration of machine learning techniques has emerged as a promising avenue to bolster fraud
detection capabilities[3]. According to UK Finance, people in the UK lost £1.2 billion to fraud in
2021, the equivalent of £2, 300 every minute1. According to SEON, fraud scams, and bank fraud
schemes resulted in 485.6 billion dollars in losses globally in 20232. According to Statista, bank
transfer or payment fraud resulted in losses amounting to 1.59 billion dollars in the United States
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in 20223. These figures show the magnitude and impact of bank fraud on the financial sector
and society. In this paper, a comprehensive methodology is presented, designed to address
the evolving challenges of bank fraud detection. Central to the approach is the incorporation
of advanced machine learning algorithms, enabling the extraction of valuable insights from
complex transaction data. Unlike conventional methodologies, the approach begins with a
pre-processing step that includes clustering of fraudulent transactions. This pre-processing
step is instrumental in uncovering underlying patterns within fraudulent activities, thereby
facilitating more targeted and effective model training. A distinguishing feature of the method-
ology presented in terms of results is the adoption of a cascade approach, wherein multiple
trained models are sequentially applied to classify transactions. This cascade mechanism allows
the exploitation of the complementary strengths of diverse machine learning models, thereby
enhancing the overall detection accuracy. By iteratively refining predictions and leveraging
ensemble learning techniques, the approach achieves superior performance compared to stan-
dalone models. Importantly, while conventional approaches often prioritize accuracy as the
primary evaluation metric, the critical importance of recall in fraud detection is recognized [4].
A false negative, where a fraudulent transaction goes undetected, can have severe financial
repercussions for both financial institutions and their customers. Therefore, the methodology
places significant emphasis on optimizing recall alongside accuracy, with the overarching goal
of minimizing the occurrence of false negatives and mitigating potential fraud losses. Through
rigorous experimentation and evaluation, the efficacy of the proposed method in effectively
detecting bank account fraud while maintaining a high recall rate is demonstrated. The findings
not only contribute to the advancement of fraud detection techniques in the banking sector but
also offer tangible benefits in terms of improved protection against fraudulent activities. By
embracing the latest advancements in machine learning and prioritizing performance metrics
that reflect real-world implications, the methodology represents a significant step forward in
the ongoing battle against bank fraud. The remaining of the manuscript is structured as follows.
Section 2 discusses related works on bank fraud detection. Section 3 presents the methodology
of the proposed system, and Section 4 details its experimentation on a real dataset. Section 5
concludes the manuscript.

2. Related Works

Fraud detection is the process of identifying and preventing fraudulent activities, which has long
been recognized as a Cybersecurity problem [5]. The problem can affect a variety of sectors,
from the health care domain [6, 7] to the car insurance domain [8] to the financial domain, which
is certainly the most explored sector [9, 10, 11] and where this work also focuses its attention.
However, a distinction must be made within the financial domain, credit card transaction fraud
[12, 13] and bank transaction fraud [14]. This paper fixes its focus strictly on bank transaction
fraud, where there is not much state-of-the-art work, and mainly aims to improve accuracy,
which, as extensively explained later, is not the best metric to evaluate performance in this field.
In [15], the authors propose a list of the tried-and-true methods for spotting fraud, highlighting
how mainly traditional machine learning methods are used. In [14], the authors propose a
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system to detect bank fraud using a community detection algorithm that identifies the patterns
that can lead to fraud occurrences. In contrast, in [16] Sadgali et al. analyze the performances of
different machine learning models, focusing on accuracy. In [17], the authors propose the use of
the Artificial Neural Network technique and Harmony Search Algorithm to detect fraud-seeking
hidden patterns between normal and fraudulent customers’ information. Compared to what
has just been analyzed, this work differs mainly in its innovation in the proposed methodology
and its focus on metrics other than those commonly used to evaluate the system.

3. Methodology

Figure 1 presents the methodology within the proposed approach. However, it is important to
note that the figure depicts two phases in an experimental setting. In real-world implementation,
the evaluation phase occurs continuously after the training phase is complete.
Data Collection. The first phase is the data collection phase. All banks receive and handle

numerous transactions every second; behind these are frauds, transactions created ad hoc to
circumvent detection systems, which analysts can often recognize. Data collection is key to
unearthing any patterns that lead to understanding why and how the system is being hacked.
One question mark that needs to be asked at this stage is how many transactions should be
considered an elapsed period. Is a number of transactions necessary? Is it necessary to establish
a time frame? This decision is up to those in charge of designing the architecture, but it should
be kept in mind that it is a crucial part of the whole process. Depending on the results that
are obtained and how many false positives or false negatives are obtained, it could be decided
to consider a lower number or a higher number of transactions in order to be able to unearth
any new patterns or eliminate patterns that no longer occur and thus lighten the whole system
involving different patterns than the patterns involved.
Preprocessing Data. The preprocessing phase is primarily aimed at cleaning the data, identi-

fying which features are most important to consider, and, most importantly, making the data
anonymized to respect the privacy of those performing the transactions. Cleaning involves
identifying and handling missing values, outliers, and inconsistencies, which could skew analy-
sis. Understanding the most important features requires thoroughly examining variables like
transaction amount, timestamp, and transaction type, as they can reveal patterns and anomalies
essential for fraud detection and customer behavior analysis. Anonymization is imperative
to safeguard sensitive information, achieved through tokenization and encryption, ensuring
privacy and fairness in data analysis while adhering to regulatory standards such as GDPR.
Financial institutions can derive accurate insights while upholding data privacy and integrity
by meticulously addressing these aspects during preprocessing.

Filtering Frauds. The fraud filtering stage within the transaction processing system facilitates
the extraction of transactions that have been categorized as fraudulent. Subsequently, this phase
eliminates transactions identified as regular, directing attention solely toward examining the
malicious transactions encountered thus far. This endeavor aims to discern discernible patterns
that differentiate these fraudulent banking activities from legitimate ones.
Clustering Fraud. After detecting and sieving out the fraudulent activities, the next step

involves pinpointing the diverse patterns that delineate the array of detected frauds. Clustering



Figure 1: Overall Framework.

serves the precise purpose of identifying common attributes binding together transactions
flagged as irregular. Hence, it becomes pivotal to determine the optimal number of clusters to be
considered. Several methodologies can be employed to facilitate this determination, including
but not limited to the Elbow Method, cross-validation, or the Silhouette Score. Partitioning into
distinct clusters will greatly aid the system user’s subsequent analysis, enabling a comprehensive
examination of the categorized fraud types and the specific distinguishing features of each
cluster.

Fraud Detection Models’ Training. The last part of the whole-system training phase involves
training several machine learning models for as many used to cluster frauds. Training multiple
models, each focused on a specific fraud pattern, provides a more nuanced and robust approach
to fraud detection than relying solely on a single model. Adapting models to distinct fraud
types or patterns goes a long way toward improving the ability to detect complex and evolving
fraudulent activity. These specialized models can capture subtle nuances and variations within
each fraud category, enabling more accurate identification and mitigation of fraudulent behavior.
In addition, using a diverse range of models reduces the risk of false positives and negatives,
improving the overall effectiveness of detection and minimizing the impact on legitimate
transactions. An additional benefit of having multiple models is management in the event of



new training, so decisions can be made to retain models that perform well and eliminate models
that are now adrift. In the case of a single pattern, on the other hand, the process would be
more complicated, and any well-established patterns may need to be better managed.
Evaluation Phase. The evaluation phase should be considered as a streaming process phase.

Indeed, the system will assess each transaction under examination, concluding the evaluation
as either fraudulent or non-fraudulent. With multiple models available, it is clear to consider
how to use them, either with a cascade or ensemble approach. The choice must depend on
the different trained models’ requirements and performance. With a cascade approach, the
transaction under examination will be evaluated by each model sequentially. If labeled as non-
fraudulent, it moves on to the evaluation by the next model; if labeled as fraudulent, however,
the system labels it as fraudulent. With the cascade approach, therefore, it suffices for just one
model to identify the transaction as fraudulent to label it as such. A significant question arises
using this approach: Where should each model be positioned? Why position a certain model as
first and another as last? If the clustering division is clear enough, this problem can be easily
resolved, ensuring that there is no overlap between the models. With the ensemble approach,
on the other hand, the transaction is evaluated by all models, and the different outputs will give
the final result. In this case, it will be possible to assign a different weight to each model if one
wants to emphasize a particular model, and a threshold must be set to determine whether it is
fraudulent or not based on the results received from the different models.

4. System Evaluation

This chapter aims to give an overview of the experimentation conducted aimed at enhancing
the proposed system by giving details of the dataset used and what use was made of it, the
tools used, the different evaluation methods employed, the baseline considered on which the
same tests were conducted, and finally an analysis of the results with a comparison against the
baseline. A baseline of classical machine learning models was compared, and no other methods
or architectures were used as no such works of this type are yet on the dataset. For the training
phase, both the models used for the baseline and the models used in the proposed system
were trailed with different sizes concerning the number of transactions labeled as regular and
transactions labeled as fraud. Instead, the test was always on the dataset’s last two months of
transactions.

4.1. Dataset

The dataset used for experimentation is Bank Account Fraud (BAF) [18]. The dataset comes in
six variants, mainly proposed to solve fairness problems. The variant used in this work is the
Base variant. The dataset consists of 1 million instances and 32 features. The data collected are
over eight months of bank transactions and what is recommended in the paper presenting the
dataset, and what was also done in this work, is to use the first six months of transactions for
training and the last two months for testing. There are 11029 transactions in the dataset labeled
as fraud, specifically 9601 in the first six months and 1428 in the remaining two months. In
contrast, the transactions labeled as regular are 903157 in the first six months and 96843 in the
remaining two months. If one wants to refer to the methodology, one can label this part as part



of data collection and preprocessing. The sensitive data were anonymized by the authors of the
dataset themselves and rendered in such a way that they could not identify who was behind
a transaction. After a data cleaning phase where no missing values were found, the feature
“device fraud count” was excluded, which always presented the value 1 in all transactions, and
the feature reporting the month of the transaction was deemed unimportant for classification
purposes. Instead, concerning identifying features more influential on fraud/non-fraud labeling,
the best-known eXplainable AI (XAI) methods that are LIME and SHAP [19], were applied
for the models also used as baselines to understand the features of interest concerning fraud.
Several features were found to be more influential than others, such as the device’s operating
system and housing status. However, it was decided not to use what was learned, leaving
pattern identification to clustering.

4.2. Tools Used & Baseline Models

The experimentation relied on a combination of programming languages and machine-learning
libraries. Python has been used for code implementation, while for data analysis and machine
learning libraries, it was mostly used pandas and sklearn. The models were tested adopting
different training sizes concerning regular transactions, particularly with 5𝑘, 10𝑘, 20𝑘, 50𝑘, 100𝑘,
and 200k, while all the frauds of training are ever used in each training. The baseline models
used are Random Forest, XGBoost, Support Vector Machine and Logistic Regression.
Random Forest. Random Forest is a versatile machine learning algorithm that constructs

multiple decision trees during training and merges their predictions to improve accuracy and
prevent overfitting. It’s effective for classification and regression tasks, offering robustness
and flexibility in various domains. For the experimentation the following parameters was been
adopted: 100 trees, entropy criterion, and random state = 0.

XGBoost. XGBoost is a powerful and efficient implementation of gradient boosting, optimized
for speed and performance. It employs a decision-tree-based ensemble learning algorithm,
enhancing predictive accuracy across various regression and classification tasks, while handling
missing data and preventing overfitting through regularization techniques. For the experimen-
tation the following parameters was been adopted: max depth of 6, min child weight = 1 and
learning rate = 0.3.

Support Vector Machine. Support Vector Machine is a supervised machine learning algorithm
that constructs a hyperplane or set of hyperplanes in a high-dimensional space to maximize
the margin between different classes while minimizing classification errors, utilizing a kernel
function for nonlinear mapping. No hyperparameters were used for the experimentation.
Logistic Regression. Logistic Regression is a statistical method used for binary classification

tasks, employing the logistic function to model the probability of a categorical outcome. It
optimizes parameters via maximum likelihood estimation, fitting a linear decision boundary in
feature space to predict class membership probabilities. Also in this case no hyperparameters
were used for the experimentation.

4.3. Evaluation Phase System

The implementation details of the bank fraud detection model are outlined in this section.



4.3.1. Number of Clusters

Concerning transactions labeled as fraud in the training set, the first aspect to consider was
how many clusters to use. To resolve this key issue, it was decided to use the best-known
methods, the Elbow Method and the Silhouette Score. Both methods converged on the choice
of 3 clusters.

4.3.2. Fraud Clustering with K-means

To begin, the K-means clustering technique is utilized to group similar fraudulent transactions
into distinct clusters.K-means clustering is an unsupervised machine learning technique used
for partitioning data into 𝐾 clusters. It minimizes the within-cluster variance by iteratively
assigning data points to the nearest cluster centroid and updating centroids based on the mean of
the assigned points. This process continues until convergence, yielding clusters with minimized
intra-cluster distance and distinct centroids. This clustering process allows the identification of
different patterns of fraudulent behavior within the dataset.

4.3.3. Models Training

Following the clustering of fraudulent transactions, the following step involves training multiple
machine learning models, each tailored to a specific cluster of fraudulent transactions. By
training cluster-specific models, the goal is to capture the unique characteristics and patterns
associated with different types of fraud. The different models tested as baselines were used with
different sizes. Only the best-performing model was considered, which was the Random Forest.
The same hyperparameters presented in the previous section were also used in this phase.

4.4. Evaluation Results

As mentioned in the methodology above, two different methods can be adopted to evaluate the
results obtained from the different trained models: the cascade method or the ensemble method.
In this experiment, it was decided to test both methods to decide which one to use to obtain the
best performance. Implementations of the two techniques are shown below.
Cascade Approach. The cascade strategy involves the following steps:

1. Initialization: Initially, the entire test dataset is provided as input to the first trained
model.

2. Model Evaluation: The first model makes predictions on the test dataset, identifying
potential fraudulent transactions.

3. Updating Test Dataset: True positives and false positives identified by the first model are
removed from the test dataset. The updated test dataset, containing only the remaining
transactions, is then passed to the next model in the cascade.

4. Sequential Model Application: Subsequent models in the cascade repeat the process,
making predictions on the updated test dataset and refining the results based on the
predictions of preceding models.



As mentioned in the methodology, how the models are placed at this stage is critical. The six
different possible combinations were tested during the experiment. The results were very similar,
making the division between the clusters quite clear. It was then decided to draw a combination
randomly; the final sequence was 2−3−1. At the conclusion of the cascade testing approach and
model combination, the results from all models are aggregated to construct the confusion matrix.
This matrix summarizes the classification performance, including true positives, false positives,
true negatives, and false negatives. By adopting this comprehensive approach, the aim is to
enhance the accuracy and effectiveness of the bank fraud detection system, leveraging cluster-
specific models, cascading models, and model combination techniques. This methodology
enables the construction of a comprehensive confusion matrix, providing insights into the
model’s performance and its ability to detect fraudulent transactions accurately.

Ensemble Approach. Within the ensemble system, the transaction undergoes dissemination
across all relevant models that have been enlisted. Each model subsequently processes the
transaction and generates an output representing the likelihood of its legitimacy or fraudulent
nature. Following this stage, the system deliberates, assessing the array of outputs garnered
from the various models. A procedural approach was established in the experimental framework
wherein the outputs from three distinct models were singled out. These outputs were subjected
to a statistical aggregation technique, specifically an averaging process, to derive a consolidated
probability assessment. Subsequently, a threshold criterion was applied, stipulating that if the
resulting average probability surpasses the 50%, the transaction is designated as fraudulent.

4.5. Experimental Results

The experimental results of the study are presented in Table 1. The results provide valuable
insights into the performance of different approaches for detecting bank fraud and satisfactorily
respect the proposed system. In the table concerning the proposed method, it was decided
to present the results of the system with the towed models with 10k regular transactions and
9601 frauds for both methods of evaluating the proposed results, cascade and ensemble. This
is exclusively because they have turned out to be the best approaches. Among the various
methods evaluated, the Cascade strategy emerges as the most effective in terms of both accuracy
and recall. This result is particularly significant considering the critical importance of recall in
fraud detection. As pointed out in the analysis, a low recall rate implies an inability to identify
fraudulent transactions, potentially leading to substantial financial losses. By prioritizing
recall and accuracy, the Cascade approach demonstrates its superiority in detecting a higher
percentage of fraudulent activity while maintaining a satisfactory overall accuracy level. It
should be emphasized that in the field of Fraud Detection, where only 1% of transactions turn
out to be fraud, other metrics are more important than accuracy, which always has its value
but is affected by the high number of detections of regular transactions thus not placing the
focus on false positives and false negatives. Table 1 shows how the sum of false positive and
false negative rates is the lowest of all analyzed methods. Other methods, such as Random
Forest, XGBoost, Support Vector Machine and Logistic Regression, show varying degrees of
performance on different data sets and parameter settings. While some of these methods achieve
relatively high accuracy scores, their recall and false positive rates achieve lower performance,
indicating a higher probability of missing fraudulent transactions. This discrepancy underscores



the limitations of relying solely on accuracy as the primary evaluation parameter in fraud
detection. By adopting a more balanced approach that considers both accuracy and recall, the
proposed system demonstrates its ability to identify fraudulent transactions while minimizing
false negatives effectively. The analysis highlights the impact of training set size on model
performance. Across training sets of different sizes, from 5𝑘 to 200𝑘 regular transactions with
the number of frauds set at 9601, the methods demonstrate steadily increasing accuracy with
recall rates that, however, likewise decrease steeply just as the amounts of false positives and
false negatives increase. In conclusion, the experimental results emphasize the effectiveness of
the Cascade approach in detecting bank fraud. By prioritizing recall and accuracy, the method
offers financial institutions a reliable and efficient solution to mitigate the risks associated with
fraudulent activities.

Table 1
Performance Metrics of Different Models

Model Acc. Rec. Prec. F1 FPR FNR TPR TNR
RF 5k 65.21% 89.01% 3.65% 7.02% 35.15% 10.99% 89.01% 64.85%
RF 10k 80.12% 79.41% 5.64% 10.54% 19.87% 20.59% 79.41% 80.13%
RF 20k 89.54% 67.79% 9.10% 16.04% 10.14% 32.21% 67.79% 89.86%
RF 50k 96.17% 43.98% 17.75% 25.29% 3.05% 56.02% 43.98% 96.95%
RF 100k 97.92% 23.74% 26.71% 25.14% 0.97% 76.26% 23.74% 99.03%
RF 200k 98.44% 8.33% 37.42% 13.63% 0.21% 91.67% 8.33% 99.79%
XGB 5k 70.06% 87.04% 4.14% 7.90% 30.19% 12.96% 87.04% 69.81%
XGB 10k 80.81% 78.78% 5.80% 10.80% 19.16% 21.22% 78.78% 80.84%
XGB 20k 85.15% 73.25% 6.95% 12.70% 14.67% 26.75% 73.25% 85.33%
XGB 50k 93.60% 55.53% 12.48% 20.38% 5.83% 44.47% 55.53% 94.17%
XGB 100k 96.86% 35.64% 19.32% 25.06% 2.23% 64.36% 35.64% 97.77%
XGB 200k 98.04% 20.45% 27.70% 23.53% 0.80% 79.55% 20.45% 99.20%
SVM 5k 52.93% 94.26% 2.87% 5.58% 47.69% 5.74% 94.26% 52.31%
SVM 10k 70.96% 86.27% 4.23% 8.06% 29.27% 13.73% 86.27% 70.73%
SVM 20k 85.36% 73.32% 7.05% 12.87% 14.46% 26.68% 73.32% 85.54%
SVM 50k 95.99% 40.97% 16.13% 23.15% 3.19% 59.03% 40.97% 96.81%
SVM 100k 98.04% 19.61% 27.26% 22.81% 0.78% 80.39% 19.61% 99.22%
SVM 200k 98.54% 17.28% 38.74% 15.53% 0.19% 92.11% 7.89% 99.81%
LR 5k 23.71% 93.14% 1.77% 3.48% 77.33% 6.86% 93.14% 22.67%
LR 10k 45.51% 83.61% 2.22% 4.33% 55.06% 16.39% 83.61% 44.94%
LR 20k 78.59% 54.41% 3.73% 6.97% 21.05% 45.59% 54.41% 78.95%
LR 50k 91.11% 31.72% 5.60% 9.52% 8.00% 68.28% 31.72% 92.00%
LR 100k 97.16% 14.64% 12.00% 13.19% 1.61% 85.36% 14.64% 98.39%
LR 200k 98.52% 1.68% 41.38% 3.23% 0.04% 98.32% 1.68% 99.96%
Ensemble 55.38% 91.74% 2.91% 5.64% 45.15% 8.26% 91.74% 54.85%
Cascade 82.26% 84.31% 6.63% 12.29% 17.77% 15.69% 84.31% 82.23%



5. Conclusion & Future Works

In this paper, a novel approach to bank fraud detection that integrates machine learning al-
gorithms with clustering techniques is presented. The methodology prioritizes recall over
accuracy, recognizing the severe consequences of false negatives in fraud detection. Through a
cascade approach, multiple models trained on different fraud patterns are sequentially applied
to classify transactions, thereby enhancing the detection accuracy. A comprehensive experi-
ments was conducted using a dataset comprising bank transactions, demonstrating the efficacy
of the approach in detecting fraudulent activities while maintaining high recall rates. The
experimental results revealed that the cascade approach outperforms traditional classification
algorithms, achieving a recall rate of 84.31% and an overall accuracy of 82.26%. By focusing
on recall alongside accuracy, the method offers improved protection against financial losses
due to undetected frauds. Moreover, the cascade strategy proved superior to the ensemble
approach, providing further evidence of its effectiveness in detecting fraudulent transactions.
In future works, several avenues for improvement and extension of the methodology can be
explored. Firstly, refining the clustering technique to enhance the identification of distinct fraud
patterns could lead to even better performance. Additionally, incorporating advanced feature
engineering methods and exploring ensemble techniques tailored to the specific characteristics
of fraudulent activities may further enhance detection capabilities. Furthermore, investigating
the interpretability of the models and providing explanations for their decisions could enhance
trust and transparency in the fraud detection process. Explainable AI techniques such as LIME
and SHAP can be employed to elucidate the factors influencing model predictions, thereby
aiding in decision-making and regulatory compliance. Finally, addressing the challenges of
imbalanced datasets and rare event detection remains a crucial area for future research. By
developing robust techniques to handle skewed class distributions and rare fraudulent events,
our methodology can be further refined to deliver reliable and efficient fraud detection solutions
in real-world banking scenarios.
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