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Abstract
AI has become pervasive in recent years, but state-of-the-art approaches mostly neglect the need for AI systems
to be contestable. Contestability is advocated by AI guidelines (e.g. by the OECD) and regulation of automated
decision-making (e.g. GDPR). In contrast, there has been little attention in AI to suggest how contestability
requirements can be met computationally. Contestability requires dynamic (human-machine or machine-machine)
decision-making processes, whereas much of the current AI landscape is tailored to static AIs - thus the need
to accommodate contestability will require a radical rethinking. In this talk I will argue that computational
forms of contestable AI will require forms of explainability whereby machines and humans can interact, and that
computational argumentation can support the needed interactive explainability for contestability.
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