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Abstract
Symbolic knowledge injection (SKI) represents a promising paradigm for bridging symbolic knowledge and sub-symbolic predictors in intelligent autonomous agents. Given the wide availability of SKI methods from the literature, we observe that SKI effectiveness is commonly measured in terms of predictive performance variation – e.g., accuracy improvement – introduced by SKI. However, other aspects such as the injection mechanism’s ability to maintain its performance and generalisation capability, despite encountering unexpected or anomalous input during the training process, are equally relevant. Accordingly, in this paper we propose a new metric to evaluate the robustness of SKI techniques, defined as a measure of performance degradation in response to systematic dataset variations. The proposed metric enables precise quantification of the robustness degree across injection approaches and different perturbations. Details on generating and quantifying perturbations are also provided. We evaluate the effectiveness of our metric through several experiments, where we apply multiple SKI techniques to three datasets and measure how robustness varies as perturbations increase.
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1. Introduction
In recent years, the success of sub-symbolic approaches such as neural networks (NNs) enabled computational agents with more and more smart behaviours ranging from speech recognition [1] to object detection [2], and many more [3]. However, while reaching considerable success in tasks requiring perception, sub-symbolic mechanisms still face challenges in tasks requiring reasoning and / or interpretability of decision processes and results [4]. Moreover, the autonomous agents’ knowledge and behaviours are commonly represented symbolically both at the conceptual and technological level, hindering the integration of sub-symbolic components inside autonomous agents capable of complex reasoning. The integration of symbolic and sub-symbolic systems (a.k.a. neuro-symbolic) has emerged as a possible solution to the aforementioned problems gaining significant attention in the field of autonomous agents [5] and general artificial intelligence (AI) systems [6]. In this context, most recent efforts focus on the integration of NN with symbolic AI techniques aiming to augment NNs with some reasoning capability—or making them more interpretable, knowledgeable, predictable, or any combination of those. Among the many methods for mixing NN with symbolic AI [7], in this paper we focus on those involving the injection of symbolic knowledge into NN [8].

Symbolic knowledge injection (SKI) [8] techniques entail the incorporation of structured and explicit knowledge – available at the intelligent agent level – into sub-symbolic systems, such as NN, to improve their reasoning and decision-making capabilities. Symbolic knowledge can take the form of logic
rules, as well as knowledge graphs, or expert knowledge in a specific domain. The available symbolic
knowledge can represent the agent’s beliefs, some well-known concepts, a societal norm or any desirable
rule for the sub-symbolic system to be considered. In any case, the goal of SKI is altering the sub-
symbolic predictor to make it compliant w.r.t. some given symbolic knowledge. Commonly, this is
attained by extending either the structure or the training process of a sub-symbolic predictor. Letting a
NN exploit prior knowledge may lead to several benefits, e.g., making the NN (i) more robust to data
quality degradation (e.g., noisy or corrupted inputs, lack of data, etc.), (ii) more predictable – hence,
more trustworthy –, (iii) less data-requiring, and, sometimes, (iv) less time-requiring to train.

SKI methods are often measured by predictive performance variation, such as accuracy improvements,
but other aspects like efficiency [5], or the robustness of the injection mechanism also play a role. Robust
mechanisms can effectively incorporate new knowledge into NN without causing errors or deteriorating
their overall performance. In safety-critical applications, like autonomous vehicles or medical diagnosis
systems, a non-robust mechanism may introduce errors, leading to poor performances. A robust
mechanism can seamlessly adapt to new knowledge, ensuring the quality of performance and enhancing
the trustworthiness of NN systems.

Robustness can be assessed by evaluating the injected model’s ability to maintain its performance in
the presence of data perturbations, such as noisy or corrupted training samples. Therefore, measuring
the robustness of injection mechanisms is a crucial stage in developing neuro-symbolic agents, and it
should be included in the process of evaluating any SKI approach. However, available metrics focus
specifically on purely sub-symbolic mechanisms, such as NN [9], while trustworthiness measurements
in the SKI realm are currently lacking [10]. Moreover, such metrics focus heavily on robustness under
the adversarial attack paradigm, while ignoring the robustness of the learning algorithm itself when
faced with bugged training data. Therefore, in this paper, we focus specifically on the SKI realm and
consider robustness as the resilience of its training approach over imperfect, bugged or missing data.
Accordingly, we present a comprehensive modelling of a new robustness metric for SKI, as well as an
empirical evaluation of this metric through PSyKI [11]—a software library for SKI algorithms. Our
findings provide compelling evidence that the introduction of a robustness metric for SKI is a crucial
step towards enhancing the reliability and transparency of AI systems. To the best of our knowledge,
this study represents the first attempt to introduce a robustness metric for SKI, along with the necessary
software tools for its practical implementation and evaluation.

2. Background

Robustness  Robustness is a crucial challenge for NN [12], and relates to their capability to maintain
performance despite the presence of input perturbations. In general, the more a neural network is
robust the more reliable and accurate its predictions are likely to be.

To increase the neural network robustness, a number of techniques have been proposed in the
literature, such as regularisation techniques [13], data augmentation techniques [14], and also methods
such as adversarial training [15]. The strong interest behind NN robustness is motivated by both (i) the
need to address certain limitations of NN – such as be sensitive to random perturbations [16, 17] –, and
(ii) the development of trustworthy AI (TAI).

Trustworthy AI  TAI refers to the development and deployment of AI systems that are transparent,
responsible, ethical, and safe. It gained momentum in recent years, also because of the growing
popularity of AI, and the consequent attention of policymaker—cf. the guidelines set by the European
Union [18].

Robustness is a key component of TAI, as it ensures that the AI system can function consistently and
accurately in a variety of scenarios. Along this line, research about NN trustworthiness has greatly
advanced, with more and more new possible solutions being sought. In this regard, neuro-symbolic
contributions were proposed as means to achieve more trustworthy models. In practice, these methods
aim at combining the strengths of NN and symbolic AI, mitigating the weaknesses of both—e.g., model
Neuro-symbolic integration Neuro-symbolic methods [19] can increase the robustness of NN, for instance by providing them with symbolic representations of knowledge. Symbolic knowledge is characterised by the use of facts and rules – commonly, in logic form –, which can facilitate the representation of knowledge in a structured – and, possibly, intensional – manner. This can be particularly useful for applications where training data may be noisy or incomplete. In fact, the lack of quality data may be compensated by concise – yet general – logic rules describing the phenomena for which data is missing. Therefore, by incorporating symbolic knowledge into NN, the general expectation is that they should improve their performance, even in presence of issues in the training data.

Symbolic Knowledge Injection This paper focuses on symbolic knowledge injection (SKI) as an approach for neuro-symbolic integration. SKI techniques, in general, are arbitrary algorithmic procedures that affect how sub-symbolic predictors draw their inferences, either so that predictions are computed as a function of or made consistent with some given symbolic knowledge. To enhance reasoning and decision-making capabilities in sub-symbolic systems, SKI requires incorporating structured knowledge, such as logical rules, knowledge graphs, or expert knowledge [8].

There are several methods for knowledge injection [8], including constraining-based methods, structuring-based methods, and embedding symbolic knowledge within NN—the latter laying outside the scope of this paper. In all such cases, SKI is performed by modifying the sub-symbolic predictor to conform with input knowledge, and then trained and exploited “as usual”. Accordingly, in the remainder of this paper, we denote any injection procedure as \( \hat{N} = I(N, K, D) \), where \( N \) denotes the predictor before injection, \( K \) is the symbolic knowledge to be injected, \( D \) is the training dataset, \( I \) is the injection procedure, and \( \hat{N} \) is the predictor with injected knowledge. Informally, we may refer to \( \hat{N} \) as the educated predictor, and \( N \) as the uneducated one.

Performance scores Effectiveness of SKI is commonly measured by comparing the performance gain (e.g. accuracy, F1-score, MSE, etc.) achieved by the SKI predictor w.r.t. its uneducated counterpart. This metric indicates the quality of the SKI approach in predictive performance but does not capture aspects related to injection mechanism quality, such as robustness. Therefore, in the remainder of this paper, we identify a metric to measure the actual robustness of the SKI mechanism compared to its uneducated counterpart.

3. Robustness Score for SKI

In counterfactual analysis [20], it is a common practice to exploit controlled perturbation on the training data to assess the robustness of predictors. Taking inspiration from this technique, in this section we introduce the notion of statistical robustness of SKI procedure. Accordingly, we consider an injection mechanism as robust if the predictive performance of the educated predictors is poorly affected by perturbations of the training data—as long as the perturbation magnitude is small. The remainder of this section provides a general description of robustness, before delving into the details of which perturbations types can be applied to training data and how their magnitude may be measured.

Data perturbation We define data perturbation as altering a training dataset \( D \) by adding, removing, or editing its entries, and denote it by \( \Delta D \). Accordingly, we denote the perturbed dataset as \( D' = D \circ \Delta D \), where \( \circ \) is the perturbation application operator. We also denote by \( \| \Delta D \| \in \mathbb{R}_{\geq 0} \) the magnitude of the perturbation—i.e., the scalar value quantifying the amount of changes induced by the perturbation.
Robustness score  Let $D = \{\Delta D_1, \ldots, \Delta D_n\}$ be a set of potential data perturbations to be applied to some dataset $D$, let $N$ be a predictor of any sort – trained on $D$ –, and let $N_{\Delta D}$ be the predictor having the same hyperparameters of $N$, yet being trained upon the perturbed dataset $D \circ \Delta D$. Under such hypotheses, we define the robustness score of $N$ w.r.t. $D$, as follows:

$$\rho_{N,D}(D) = \frac{1}{n} \sum_{\Delta D \in D} \|\Delta D\| \cdot \frac{\pi(N_{\Delta D} \circ \Delta D)}{\pi(N, D)}$$

(1)

where $\pi$ is a performance metric of choice, such as accuracy, computing the performance of the input predictor w.r.t. the input dataset.

As the reader may notice, robustness is directly proportional to (i) the magnitude of the perturbations, and (ii) the ratio among the performance of the perturbed predictors and the performance of the unperturbed predictor. We would like to emphasise that, although it is true that every component in Equation (1) has a positive value, this does not imply that every data perturbation leads to a positive impact on performance. Indeed, our robustness measure incorporates a performance ratio, where both the numerator and denominator are bounded between 0 and 1 (as the performance metric itself is considered to range from 0 to 1). As a result, the performance ratio can be slightly above 1 when the perturbed model performs better—i.e., positive perturbation where $\rho_{N,D}(D) > \rho_{N,D}(D)$, while it falls below 1 when the perturbed model performs worse—i.e., negative perturbation where $\rho_{N,D}(D) < \rho_{N,D}(D)$. Practically speaking, when positive perturbations occur, our metric produces a ratio approaching 1. This indicates merely a marginal gain, as ratios higher than 1 denote performance improvements over the unperturbed model. Ratios below 1 point to decrements in performance. In other words, the robustness of a predictor increases when relatively big perturbations in the training data have a relatively small effect on the overall predictor’s performance, i.e. the more robust the model, the less its performance is disrupted by significant modifications to its training inputs.

The robustness of some injection mechanism can be measured by applying Equation (1) to some educated predictor $N = I(N, K, D)$, attained by injecting the knowledge $K$, on some uneducated predictor $N$, then trained upon $D$—which we denote by $\rho_{N,D}(D)$. One may also be interested in understanding whether some injection mechanism makes the predictor more or less robust than its uneducated counterpart. To this end, we define the robustness gain score as follows: $R_{N,D}(I) = \rho_{N,D}(I)/\rho_{N,D}(D)$. Here, the robustness gain is a positive measure that indicates if the injection mechanism $I$ produces a more robust predictor $(R_{N,D}(I) > 1)$ w.r.t. its uneducated counterpart over data perturbation. Meanwhile, injection mechanisms suffering data perturbations result in $R_{N,D}(I) < 1$, as they produce an educated model $N$ less effective for dealing with perturbed data. Therefore, $R_{N,D}(I)$ is an easy-to-understand measure for analysing the robustness quality of a selected SKI mechanism.

### 3.1. Measuring Data Perturbations

Equation (1) defines robustness by relying on the possibility of measuring the magnitude $\|\Delta D\|$ of any given perturbation $\Delta D$. While being easy to model in theory, the problem is hard to tackle in practice. As far as this paper is concerned, we focus on the simpler goal of measuring the difference among any two datasets $A, B$. To serve this purpose, we leverage on the Kullback-Leibler (KL) divergence [21]. In theory, the KL-divergence is a statistical operator aimed at measuring the difference among any two probability distributions $\alpha$ and $\beta$. In the particular case where (i) $\alpha$ and $\beta$ are multivariate normal distributions having the same dimensionality, and (ii) two datasets $A, B$ are sampled from $\alpha$ and $\beta$ respectively, the KL-divergence can be computed as follows:

$$\psi(A, B) = \frac{1}{2} \left[ \text{tr}(\sigma_B^{-1} \sigma_A) - \dim(A) + \ln \left( \frac{\det \sigma_B}{\det \sigma_A} \right) + (\mu_B - \mu_A)^\top \sigma_B^{-1}(\mu_B - \mu_A) \right]$$

(2)

where $\mu_A$ (resp. $\mu_B$) represents the mean of $A$ (resp. $B$), and $\sigma_A$ (resp. $\sigma_B$) represents its covariance matrix. $\det \sigma_A$ (resp. $\det \sigma_B$) is its determinant, and $\text{tr}(\sigma_A)$ (resp. $\text{tr}(\sigma_B)$) its trace. Finally, $\dim(A)$ represents the dimensionality of $A$—i.e., the number of features characterising each of its entries.
The normality hypothesis may appear restrictive, as datasets $A$ and $B$ may, in the general case, be sampled from unknown distributions. However, any unknown probability distribution can be approximated by a mixture of normal distributions – as the latter are universal approximators for probability densities [22, Sec. 3.9.6] –, and the computation of the KL-divergence for a mixture of normal distributions can be approximated to that of a single normal distribution—as discussed in Joyce [21, Sec. 2.2.2]. So, in practice, Equation (2) can be exploited to estimate the difference among any two datasets $A$ and $B$.

**KL-divergence for classification problems.** For classification problems, the KL divergence is commonly computed per-class, as different classes may come with different distributions. In case $K$ classes are available, we consider datasets as partitioned into disjoint sub-sets, on a per-class basis: i.e., $A = A_1 \cup \ldots \cup A_K$ and $B = B_1 \cup \ldots \cup B_K$, where $A_k$ (resp. $B_k$) is the set of samples belonging to class $k$ in $A$ (resp. $B$).

We here propose to define the overall divergence score between $A$ and $B$ as the weighted average of class-specific Kullback-Leibler divergences, namely: $\Psi(A, B) = \frac{1}{|A|} \sum_{k=1}^{K} \psi(A_k, B_k) \cdot |A_k|$, where $|A|$ (resp. $|A_i|$) represents the cardinality of $A$ (resp. $A_i$). The weighted average is necessary to tackle very unbalanced datasets with diverging distributions over unpopular labels. Therefore, the proposed approach allows to quantify the distribution changes for each label, while also focusing on the points where the actual change occurred, handling cases where the perturbation may significantly affect only some classes.

Accordingly, we estimate the magnitude of a perturbation $\Delta D$ transforming $D$ into $D' = D \circ \Delta D$ by means of the overall divergence among $D$ and $D'$: $\|\Delta D\| = \Psi(D, D')$. The proposed metric lays in $\mathbb{R}_{\geq 0}$: it is equal to zero for two identical datasets – i.e., when the perturbation $\Delta D$ has no effect –, and it gets higher in value as $D'$ differs from $D$—i.e., proportionally to the effect of $\|\Delta D\|$.

It is worth highlighting that the proposed perturbation metric $\|\cdot\|$ can be applied to any sort of perturbation, as it does not take into account how the perturbation $\Delta D$ affects the dataset or its samples. For this reason, the metric can be exploited to measure the many sorts of perturbations discussed in Section 3.2.

### 3.2. Perturbation Strategies

Here we discuss three major perturbation strategies for altering a dataset, namely: (i) sample drop, (ii) noise addition, and (iii) label flipping. These strategies mimic common issues that can degrade a dataset’s quality, as they involve randomly deleting samples, adding random noise, and randomly changing labels.

**Sample Drop** This perturbation strategy mimics the effect of an intelligent agent lacking training data. Hence, it aims at selectively mutilating a dataset in a controlled way. This strategy is commonly exploited to test if and to what extent neuro-symbolic approaches are effective to deal with data scarcity [23].

The basic idea behind sample drop is to randomly remove some samples from $D$ to obtain $D'$. The whole process is stochastic and controlled by a single parameter, namely the dropping probability – denoted by $p \in [0, 1]$ –, which is shared among all data entries in $D$. Generally speaking, $p = \mathbb{E}[X_d]$ represents the mean of the Bernoulli-distributed random variable $X_d \sim B(p)$, dictating whether the data entry $d \in D$ should ($\mathbb{P}(X_d = 0)$) or should not ($\mathbb{P}(X_d = 1)$) be included in $D'$. Under such hypotheses, the perturbed dataset $D'$ is such that $D' = \{d \mid \forall d \in D \text{ s.t. } X_d = 0\}$.

We consider constructing the set of data perturbations $D = \{\Delta D_1, \ldots, \Delta D_n\}$ by applying the sample drop process on $D$ multiple times – namely, $n$ times – with increasing dropping probabilities $0 < p_1 < \ldots < p_n < 1$.

**Noise Addition** This perturbation strategy mimics the situation where the data sampling / acquisition process of the autonomous agent is affected by error—e.g., due to sensor noise. Hence, it aims at
degrading a dataset in a *controlled* way. This strategy is commonly exploited to test if and to what extent neuro-symbolic approaches are effective to deal with unreliable (e.g., corrupted, inconsistent) data [24].

The basic idea behind noise addition is to add some random noise to the data entries in $D$, to obtain $D'$. The whole process is stochastic, and it is controlled by a single parameter, namely the *noise intensity*—denoted by $v \in \mathbb{R}_{\geq 0}$—which is shared among all data entries in $D$. Generally speaking, $v \cdot 1 = \text{cov}(V_d)$ represents the covariance matrix of the 0-mean, multi-variate, normally distributed random variable $V_d \sim \mathcal{N}(0, v \cdot 1)$, representing the random noise to be applied to each entry $d \in D$. Under such hypotheses, the perturbed dataset $D'$ can be described as $D' = \{d + V_d \mid \forall d \in D\}$. As the reader may notice, the perturbed dataset is characterised by the same number of samples of $D$—meaning that $|D| = |D'|$.

We consider constructing the set of data perturbations $D = \{\Delta D_1, \ldots, \Delta D_n\}$ by applying the noise addition process on $D$ multiple times—namely, $n$ times—with increasing noise intensities $0 < v_1 < \ldots < v_n$.

**About discrete features.** Normal noise can be applied to any *continuous* feature in a dataset. However, when dealing with datasets with ordinal or categorical features, it is necessary to adjust the noise addition process to account for discontinuity. Accordingly, to deal with discrete features, the additive normal noise is discretised by replacing the distribution $\mathcal{N}(0, v \cdot 1)$ with its discrete counterpart $\mathcal{N}$ [25]. Overall, this means that for *ordinal* features, additive noise is more likely to choose an additional ordinal value close to the original one, whereas for *categorical* features, additive noise may choose an additional ordinal value with uniform probability—analogously to the label flipping case described below.

**Label Flipping** This perturbation strategy mimics the situation where some data labelling process is affected by error—e.g., human operator mislabelling some data entries. Hence, it aims at selectively flipping the labels of some entries in a dataset. The underlying assumption is that the dataset consists of input and output features, and the output ones are either binary or categorical. Therefore, this perturbation strategy mostly makes sense for classification tasks.

The basic idea behind label flipping is to randomly alter the output features of some data entries in $D$, to produce $D'$. Flipping, in particular, requires each output feature to be randomly re-assigned with some value in the output domain—of course different from the original one.

Without loss of generality, we consider the case of a single output feature having $K$ admissible values—i.e., $K$ classes represented as a single categorical attribute. Hence, for an $m$-dimensional dataset $D$, we let $d \equiv (x_{d,1}, \ldots, x_{d,m-1}, y_d) \in D$ denote the generic data entry in $D$, where the many $x_{d,j}$ are the values of the input features of $d$, and $y_d \in \{1, \ldots, K\}$ is the value of its output feature.

Similarly to the cases above, we model label flipping as a stochastic process controlled by the *flipping probability* parameter—denoted by $f \in ]0, 1[$, representing the likelihood that the label of any given data entry may flip. Parameter $f$ controls the probability distribution of the random variable $Y_d$, which represents the novel value of the output feature for data entry $d \in D$, after flipping. In particular, we define the probability density of $Y_d$ as follows: $\mathbb{P}(Y_d = k) = f/(K-1)$ if $k \neq y_d$; otherwise $\mathbb{P}(Y_d = y_d) = (1 - f)$. In other words, the value of the output feature may flip with probability $f$, and in that case each value different than the original one is equally likely to be selected. Under such hypotheses, the perturbed dataset $D'$ is such that $D' = \{(x_{d,1}, \ldots, x_{d,m-1}, y'_d) \mid \forall d \in D : Y_d = y'_d\}$.

We consider constructing the set of data perturbations $D = \{\Delta D_1, \ldots, \Delta D_n\}$ by applying the label flipping process on $D$ multiple (i.e., $n$) times, with increasing flipping probability $0 < f_1 < \ldots < f_n < 1$.

**About regression problems.** Label flipping is not directly applicable to regression problems, as the output feature is not categorical. However, it may be modelled as a particular sort of noise addition

---

1 $I$ is the $m \times m$ identity matrix, $O$ is the $m \times 1$ zero vector, where $m$ is dimensionality of the dataset.
affecting only output feature(s). Nevertheless, the application of label flipping to regression problems is beyond the scope of this paper.

4. Experiments

In this section we present the setups and results of the experiments for evaluating the effectiveness of the proposed robustness metric. For sake of reproducibility, the source code of our experiments is public and available.²

Datasets  We rely on three different datasets from the UCI repository,³ namely the “Breast Cancer Wisconsin” (BCW) dataset,⁴ the “Primate Splice Junction Gene Sequences” (PSJGS) dataset,⁵ and “Census Income” (CI) dataset.⁶ Subsequently, we present in detail each of the datasets.

Breast Cancer  The BCW dataset contains 699 instances of breast cancer clinical exams, each with 9 features summarising biological characteristics. The feature BareNuclei has 16 missing values, which are replaced with the value zero. The dataset is divided into benign and malignant classes, with 458 (65.5%) benign samples and 241 (34.5%) malignant samples.

Splice Junction  The PSJGS dataset contains 3,190 gene sequence instances, each described by 60 nucleotides. Values are adenine (a), cytosine (c), guanine (g), and thymine (t). However, other symbols may be used to indicate that more than one specific nucleotide can appear in the same position. For this reason, we perform a multi-hot encoding of the features, resulting in 240 boolean features. The dataset has three classes, exon-intron (ei), intron-exon (ie), and none of the previous (n), with 767 (24%), 768 (24.1%), and 1655 (51.9%) instances respectively.

Census Income  The CI dataset contains 48,842 instances representing individuals, with 14 features representing different attributes. We opt to remove Education as EducationNumeric is an ordered representation of the same feature. Fnlwgt and Race features are avoided to avoid social bias. The remaining nominal features (WorkingClass, MaritalStatus, Occupation, Relationship, NativeCountry) are one-hot encoded. Classes are binary and represent the yearly income of a person, less/equal than/to 50,000 USD and more than 50,000 USD, with 37,155 (76.1%) and 11,687 (23.9%) instances respectively.

Injected Knowledge  For our experiments we exploit specific knowledge for each dataset, using Prolog syntax [26] for classification logic rules The PSJGS dataset already has a knowledge base in the literature, with biological rules provided by human domain experts [27]. We use this very knowledge as well, with the addition of an explicit third rule to classify the n class: \( \text{class}(\bar{X}, \text{n}) \leftarrow \neg \text{class}(\bar{X}, \text{ei}) \land \neg \text{class}(\bar{X}, \text{ie}) \). where \( \bar{X} \) is an abbreviation for the full sequence of variables \( X_{-30}, \ldots, X_{+30} \) that represent the input data of a 60-basis long DNA sequence. The rule simply states that if a record is not classified as ei or ie then it is classified as n. For the remaining datasets – BCW and CI – there are no predefined rules in the literature. Therefore, we define a custom set of logic rules for both of them.

²https://anonymous.4open.science/r/ski-data-robustness-experiments
⁴https://archive.ics.uci.edu/dataset/15/breast+cancer+wisconsin+original
⁵https://archive.ics.uci.edu/dataset/69/molecular+biology+splice+junction+gene+sequences
⁶https://archive.ics.uci.edu/dataset/20/census+income
Injectors We rely on PSyKi (Platform for Symbolic Knowledge Injection) for the SKI algorithms in the experiments. PSyKi enables sub-symbolic predictors incorporate prior symbolic knowledge. It is compatible with Tensorflow-deployed\(^8\) predictors and allows for various SKI algorithms to be used:

- **KINS**, Knowledge Injection via Network Structuring \(^{[28]}\) is a structuring-based injection mechanism where an ordinary multi-layer neural network is extended with ad-hoc neural modules aimed at mimicking the provided symbolic knowledge. The weights of the neural modules are trained together with the weights of the original neural network.

- **KILL**, Knowledge Injection via Lambda Layer \(^{[29]}\) is a guided-learning-based approach that constrains the training phase as follows. Before each back-propagation step, a penalty value that represents the degree of violation w.r.t. the input knowledge is added to the loss function. Therefore, the training phase is forced to minimise the loss function and the penalty value at the same time—hence maximising the compliance w.r.t. the knowledge to be injected.

- **KBANN**, Knowledge-Based Artificial Neural Network \(^{[27]}\) is one of the first structuring-based SKI algorithms proposed in the literature. It creates a NN from a set of propositional rules: each piece of each formula is converted into partial neural structures, to be then composed in a single network. The main difference w.r.t. to KINS is that the network created by KBANN is entirely constructed from the knowledge, while KINS extends an existing network with ad-hoc modules.

### 4.1. Experimental Setup

For our experiments, we leverage three datasets, three input knowledge bases, three different injectors, and three perturbation strategies. For each dataset we train an uneducated model, which is then applied to the three injectors using the corresponding knowledge base. The uneducated model has two hidden layers, one input, and one output layer, with rectified linear units (ReLU) as the activation function, and softmax for the output layer. The number of neurons per hidden layer changes depending on the dataset—namely, \([16, 8]\) for BCW, \([32, 16]\) for CI, and \([64, 32]\) for PSJGS. Training involves categorical cross-entropy loss function, a batch size of 32 elements, and an epoch limit of 100.

Data perturbation is applied multiple times for each dataset-model configuration, using sample drop, noise addition, and label flipping. More precisely, the drop probability \((d)\) parameter varies from 0.0 to 0.95 with a step of 0.05, the flipping probability \((f)\) parameter varies from 0.0 to 0.90 with a step of 0.08, and the noise intensity \((v)\) parameter varies from 0.0 to 1.0 with a step of 0.1. Each experiment is repeated 30 times to draw statistically relevant comparisons.

We point out that our robustness analysis exclusively focuses on symbolic knowledge injection (SKI) approaches. In this context, we did not find any existing previous measures allowing a direct comparison. The only related available metric \(^{[30]}\) focuses on generalisation capability rather than training robustness. Therefore, we here consider to solely analyse the goodness of the proposed robustness metric, aiming at checking if it allows to identify robust SKI mechanisms.

### 4.2. Results and Discussion

Here we present the results of our experiments (Figure 1) over different perturbation strategies.

To better understand the real differences in performance between educated and uneducated predictors—which are fairly comparable—we compare the average accuracy of each predictor w.r.t. the uneducated one. For this purpose, we employ the Mann-Whitney U Test \(^{[31]}\), a non-parametric test for differences between two groups. In this setting, a \(p\)-value \(\geq 0.05\) indicates that there are no significant differences between the two average accuracy distributions, whereas a \(p\)-value \(< 0.05\) indicates the opposite.

\(^7\)https://github.com/psykei/psyki-python
\(^8\)https://www.tensorflow.org/?hl=it
Noise experiments (Figure 1 d-f) reveal that SKI mechanisms are more sensitive to noisy data than missing data. In fact, the average accuracy of predictors trained over noisy data drops more quickly than the data drop scenario. This is due to the downward trends exhibited by all predictors.
since the early stages of the curves. Indeed, Table 1 confirms that educated models enhance robustness in only 3 experiments out of 9.

KBANN outperforms other SKI methods and the uneducated model in the BCW (Figure 1d), but performs poorly in the CI (Figure 1f) dataset. In PSJGS (Figure 1e) dataset, it has low performances too w.r.t. the uneducated predictor—except for high noise levels, where it is subject to relatively slower performance decline. This explains why in Table 1 KBANN’s robustness score shows a gain over the uneducated one. The opposite trend can be observed for the CI scenario.

Along this line, it is worth of notice observing that KINS—despite being a SKI approach based on neural structuring like KBANN—performs noticeably lower than KBANN in terms of robustness, regardless of the dataset. The discrepancy may be caused by the trainable nature of KINS’ neural modules, which makes them more prone to overfitting noisy data. It is noticeable that KILL consistently exhibits similar (or worse) behaviour across all datasets than the uneducated model. This may imply that the penalties imposed by KILL during training for performing injection are not compensating for noise perturbations.

Label-flipping The label flipping experiments (Figure 1 g-i) show that predictors behave similarly in both BCW (Figure 1g) and CI (Figure 1i) datasets. This similarity between all predictors can also be observed when looking at p-values which are all close to 1—i.e. no significant difference between educated and uneducated predictors. In both, BCW and CI, there is a quick degradation in performance starting from 54% of flipped labels ($f = 0.54$). Conversely, for the PSJGS dataset (Figure 1h), the performance decline pattern is linear. One notable exception is KBANN, that exhibits an impressive performance, retaining nearly 70% accuracy even for highest flipping probability values ($f = 0.9$)—as opposed to other models whose accuracy drop to 20%. Such behaviour is further emphasised by Table 1, where KBANN demonstrates a remarkable improvement in robustness w.r.t. the uneducated model.

Except for KBANN, the other predictors exhibit similar performance trends w.r.t. the uneducated model across all three scenarios. Looking at Table 1, KBANN generally experiences a slight decrease in robustness compared to the uneducated model—except for the PSJGS case. On the other hand, KILL emerges as the predictor that best withstands the perturbations caused by label flipping.

Discussion and take-home message These experiments show that among the perturbations analysed, data drop elicits the greatest robustness gains from SKI methods, indicating their ability to compensate for missing information through knowledge integration. The PSJGS dataset is an exception, indeed the injected knowledge is far from optimal, being good for classifying only one class out of three. In this case, poor prior knowledge combined with missing data may hinder the model from learning underlying patterns. Regarding noise perturbations, the SKI methods employed prove insufficient to improve robustness. For label flipping perturbations, the constraining method—KILL—demonstrates good robustness across all three datasets, suggesting that penalty added during training is sufficient to compensate for label flipping. The exception to KBANN on PSJGS likely stems from its strong adherence to the injected knowledge, which provides useful joint information on splice junctions and mitigates the influence of flipped labels.

In summary, the experimental findings are: (i) SKI approaches demonstrate heightened robustness when data is limited, owed to the alternate guidance of integrated knowledge. (ii) Loss-manipulating SKI techniques like KILL better tolerate label corruptions because their algorithm de-emphasises possibly-flawed labels during backpropagation. (iii) SKI structuring methods like KBANN are more robust than constrained-layer types like KINS since injected knowledge is maintained intact.

5. Conclusions

In this paper we propose a novel metric to assess the robustness of SKI mechanisms. We define three different types of data perturbation strategies along with a way to assess their intensity. We also provide a formula to calculate the robustness score of a predictor, gauging its robustness when the data is
perturbed. Furthermore, we introduce a comparison to understand whether the SKI predictor is better (or not) than its uneducated counterpart from a robustness perspective.

Overall, our experiments indicate that our metric can be used to effectively determine the robustness of the performance variations obtained through SKI. These findings serve as a solid foundation that paves the way for a range of potential evaluations of model robustness, including those in the realms of symbolic and sub-symbolic integration. By evaluating the robustness of educated predictors, we gain a better understanding of their performance under varying circumstances and enhance their ability to manage uncertainty and complexity inherent in real-world scenarios, thus leading to trustworthy and effective AI systems.
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