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Abstract
In this paper we overview the literature on procedural ontologies and on the integration of ontologies
in cognitive and declarative agent frameworks. Based on what we learn from this study, we make a
proposal for representing procedural knowledge as OWL ontologies and we outline an extension of the
VEsNA framework to integrate them and take advantage of their features.
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1. Introduction

Quoting the widely accepted definition by Jennings, Sycara, and Wooldridge [1], an intelligent
agent is a computer system that is situated within an environment, is capable of engaging
in social interactions, and is autonomous, reactive, and proactive. The strong definition of
agents addresses the need of being conceptualized with mentalistic attributes such as beliefs,
desires, goals, and intentions, leading to the concept of cognitive agents. The most well known
architecture for cognitive agents is the Belief-Desire-Intention (BDI) one [2].

In our vision of the next generation cognitive agents, agent’s sociality involves humans thanks
to natural language interaction via chatbots, and agents are situated in a virtual reality, to
account for the needs raised by the metaverse [3].
This vision is represented by Figure 1, where cognition, natural language interaction, and

virtual reality are in full equilibrium.
To ground our vision, driven by current technological and social challenges, we designed

and developed VEsNA [4], a general-purpose and agent-based framework for managing Virtual
Environments via Natural language Agents.

VEsNA is freely available to the research community from https://github.com/driacats/VEsNA
and, as shown in Figure 1, it integrates
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Figure 1: Our vision of social and situated intelligent agents in the metaverse era.

Figure 2: The VEsNA framework implementing our vision.

(i) a chatbot-like interface to support the sociality of agents; thanks to the chatbot supporting
natural language interaction, sociality is not limited to agent-agent conversations, but it
is extended to agent-human ones;

(ii) a framework for building the dynamic virtual environment; virtual reality is very suitable
for supporting agents’ situatendness: therein, agents are expected to perceive the reality
and to act over it;

(iii) a framework for implementing cognitive, declarative agents able to reason about knowl-
edge and to provide human-readable explanations; the cognitive framework supports the
agents’ autonomy, reactivity, proactivity.

In the current release of VEsNA, the chatbot frontend is implemented in Rasa [5, 6], which is an
open source project, and the virtual environment is implemented in Godot [7], again fully open
source. The framework for supporting cognitive agents is JaCaMo [8]. For the implementation
of BDI agents, JaCaMo exploits the Jason interpreter for the AgentSpeak declarative language



[9].
The presence of ontologies in VEsNA was considered since the very beginning as a tool to

provide a unique specification of the conversation domain, and generate skeletons for both the
Jason agents in the backend and the chatbot frontend from it [10].
Currently, we are considering the possibility to use ontologies also to describe agents’ be-

haviours. We believe that procedural knowledge expressed as Jason plans and procedural
knowledge specified via ontologies should co-exist, each having its own peculiar features and
strengths. For example, Jason plans are of course natively executable, while ontologies are
not, but ontologies may model procedures in a more flexible, human-readable, portable and
explainable way than Jason plans. Also, ontologies may undergo formal reasoning [11, 12, 13]
and verification [14]; although this is true also for BDI agents [15, 16, 17], reasoning about
the features of ontologies is more consolidated and has a broader scope. Hence, ontologies
may model abstract processes and their decomposition into sub-processes, and may support
reasoning about such processes, while Jason plans may implement the execution of atomic
actions.
The contribution of this paper is twofold. First, we design of a novel procedural knowledge

structure, taking the existing literature on procedural ontologies and behavior trees into account.
By leveraging ontologies, this structure serves as an implementation-agnostic foundation for
representing agents’ planning and decision-making processes and it empowers agents to make
informed choices and adapt to changing circumstances. The procedural knowledge structure is
fully independent of any framework that might take advantage of it, albeit our final goal it to
exploit it inside VEsNA.
Second, we make our vision more concrete and implementation-driven by eliciting the

requirements for integrating procedural ontologies in VEsNA, and we discuss the services that
a VEsNA agent should implement to exploit them.

The paper is organized in the following way. Section 2 overviews the works related with this
research. Section 3 describes the design of the procedural ontologies we aim at integrating into
VEsNA, while Section 4 discusses the requirements for the integration and outlines a high level
design of the services that should be implemented to perform it. Finally, Section 5 concludes.

2. Related Work

Behavior trees are closely connected with what we aim at representing using standard ontologi-
cal languages and are a valuable source of inspiration for our proposal. Also, they are widely
employed in a domain that is extremely relevant for the VEsNA project, namely that of game
engines and mixed reality. Finally, they have been used to represent BDI-like plans in a few
recent studies. For this reason we devote Section 2.1 to introduce and discuss them. In Section
2.2 we introduce the Process Specification Language and the Planning Domain Definition Lan-
guage, that include some design choices relevant for our work, while in Section 2.3 we overview
the literature on integrating ontologies into frameworks for declarative and BDI agents.

2.1. Behavior Trees

In order to introduce behavior trees, we quote Colledanchise and Ögren [18]:



A behavior tree is a way to structure the switching between different tasks in an
autonomous agent, such as a robot or a virtual entity in a computer game. Behavior
trees were developed in the computer game industry, as a tool to increase modularity
in the control structures of Non-Player Characters [19, 20]. Formally speaking, a
behavior trees is a tree where the internal nodes are called control flow nodes and leaf
nodes are called execution nodes. Control flow nodes have at least one child and, in
the classical formulation, there exist four categories of control flow nodes (sequence,
fallback, parallel, and decorator) that are always internal nodes and two categories of
execution nodes (action and condition) that are always leaves.

The intuition behind the four kinds of control flow nodes is that a sequence node succeeds
if all of its children do; a fallback node succeeds if one of the children does; a parallel node
succeeds if 𝑚 out of its 𝑛 children do, where 𝑚 is a user-defined threshold; a decorator node
applies a custom function to the return value of its unique child. As far as leaves are concerned,
an action node executes an action while a condition node checks the truth value of a proposition.
Behavior trees clearly share some features with AgentSpeak(L) plans, and indeed a few

researchers propose to represent BDI goal-based processes as behavior trees. For example,
GORITE [21] is a BDI agent framework where the representation of procedural knowledge is
similar to behavior trees but, unlike behavior trees, process models can be used to represent
both individual and team behaviors. GORITE allows individual agents and teams of agents to
reason about the goals that they are pursuing or intend to pursue, going beyond the power of
behavior trees.
Misteli et al. [22] exploit interactive behavior trees [23] to enable user interaction with the

system where smart objects are associated with BDI agents. The notion of BDI adopted in
[22] is oversimplified w.r.t. what we mean by BDI in the agent-oriented software engineering
community, but it allows real and virtual smart objects to act autonomously and make decisions
based on their emotions and the state of the system.

Other recent works mention BDI agents together with behavior trees [24, 25], but the connec-
tion with Rao and Georgeff’s architecture is weak and mainly used as a metaphor. Although not
mentioning the BDI architecture at all, the work by Safronov at al. on [26] on belief behavior
trees seems relevant for our work, since they allow to automatically create a policy that controls
a robot in partially observable environments, which is what we expect to happen to VEsNA
agents situated in a virtual world.

2.2. Procedural Ontologies and Automated Planning

The Process Specification Language (PSL) [27, 28] has been designed to facilitate the accurate
and comprehensive exchange of process information among various manufacturing systems. It
aims to cover a wide range of areas such as scheduling, process modeling, process planning,
production planning, simulation and project management. As reported in [27],

The primary component of PSL is an ontology designed to represent the primitive
concepts that, according to PSL, are adequate for describing basic manufacturing,
engineering, and business processes.



The PLS ontology basic concepts include

the 1-place predicates ‘activity’, ‘activity-occurrence’, ‘object’, and ‘timepoint’ for the
four primary kinds of entity in the basic PSL ontology, the function symbols ‘beginof’
and ‘endof’ that return the timepoints at which an activity begins and ends, respectively,
and the 2-place predicates ‘is-occurring-at’, ‘occurrence-of’, ‘exists-at’, ‘before’, and
‘participates-in’, which express important relations between various elements of the
ontology.

PDDL, which stands for Planning Domain Definition Language [29], is a formal language
used in the field of artificial intelligence and automated planning to describe planning problems
and domain models. PDDL is designed to express the different aspects of a planning problem,
including the initial state, the actions that can be performed, the goal state, and any constraints
or requirements that must be satisfied. It provides a structured and declarative way to represent
the various elements involved in planning, making it easier for planners and planning algorithms
to understand and reason about the problem. As far as PDDL actions are concerned, they have
parameters, preconditions and effects that can be also conditional (when-effects). Multi-agent
extensions of PDDL and of its successive developments exist [30, 31, 32].

2.3. Integration of Ontologies in BDI Frameworks

The connections between declarative agent technologies and ontologies is very well known
and studied [33], also as far as BDI frameworks concerned [34, 35, 36, 37].
Because of its similarity with our final goals, we go into the details of Hypermedea [38], a

comprehensive framework built upon JaCaMo, designed specifically for web and web of things
environments. It comprises four core components that enable agents to operate effectively
within these environments. The first component is a Linked Data module, responsible for
discovering and extracting RDF triples that represent statements about the web environment.
The second component is an ontology module that leverages the discovered statements to infer
implicit information. The third component is a planner, which performs reasoning and analysis
to assess the potential consequences of an agent’s actions within the environment. Lastly, there
is a protocol binding component that facilitates the translation of high-level actions into low-
level protocol-specific network operations. To evaluate the performance of Hypermedea, the
authors focused on two crucial components: Linked Data navigation and the planning module,
both of which involve computationally intensive algorithms. The framework demonstrated
its efficiency and effectiveness in navigating Linked Data resources and conducting planning
tasks. By combining these components and providing a comprehensive framework for web (of
things) agents, Hypermedea offers a powerful solution for developing intelligent agents that
can seamlessly operate in web-based environments, making use of available data, reasoning
capabilities, and communication protocols. The framework opens up opportunities for the
development of sophisticated agent-based systems capable of leveraging the web and web of
things resources to achieve complex goals and tasks.

Related with the topic dealt with in this section, the work by Sbodio, Martin, and Moulin [39]
introduces an extended agent-based simulation framework that incorporates a comprehensive
model of beliefs and enables ask-reply communication using the SPARQL language. The



authors demonstrate how the SPARQL query language can be effectively used for describing
and discovering operations of web services. They propose utilizing it to express preconditions,
postconditions, and agent goals, enabling the evaluation of SPARQL queries as the foundation for
service discovery. This involves checking the truth of preconditions, constructing postconditions
based on service execution, and determining if executing a service with those results satisfies
an agent’s goal. Additionally, the paper highlights the potential of leveraging SPARQL features
to optimize the discovery algorithm and create relaxed forms of preconditions and goals for use
in discovery.

3. Designing Procedural Ontologies

The analysis of the related work presented in section 2, the study of the PLS ontology, and the
identification of real-world application domains that may contain procedural knowledge, all
support our decision to represent procedural knowledge as ontologies. Ontologies allow us to
represent knowledge in an unambiguous and organized manner, extracting key concepts to
formalize a flexible yet simple and representative structure and their development is supported
by standard representation and query languages, and by open-source graphical development
editors. In our preliminary experiments to formalize the structure of the procedural ontology
we used the OWL 2 language standard [40] and the graphical editor of Protégé [41].

Inspired by behavior trees, where activities may be broken down into sub-activities (indeed,
the control flow nodes model a anonymous activity consisting of the execution of all, or one,
or a given number of sub-activities specified in lower levels of the tree) and by PDDL, where
actions are characterized by preconditions and effects, we designed our Procedural Ontology
around the Activity concept, which represents the main procedure or protocol. This activity
is composed of multiple SubActivity that can be viewed as sub-actions or sub-tasks. This
hierarchical breakdown allows for complex activities to be decomposed into smaller and more
manageable components.

Each sub-activity within the ontology could be associated with one or more Precondition,
which represent the requirements that must be met before the execution of the sub-activity
itself. Preconditions specify the necessary conditions or constraints that need to be fulfilled for
a successful execution.

Additionally, the ontology incorporates the concept of Successor. A successor represents an
activity or sub-activity that follows another one in the procedural workflow. It denotes the next
step or task that should be executed after the ending of the preceding sub-activity to complete
the main activity.

Sub-activities may be optional, and have many different preconditions and many successors,
hence generating a behavior graph, rather than a behavior tree. However, cycles are not allowed.
Activities have a Priority corresponding to their level in the tree induced by the activity graph,
as if the graph was visited following a breadth-first strategy. The priority of a direct sub-activity
of 𝑎 with priority 𝑝 is 𝑝 + 1. Priority is needed to make explicit which sub-activities are
children of what.
Atomic sub-activities (namely, actions) are just identified via their name in the activity

graph; complex sub-activities that require further breakdown (namely, complex procedures or



behaviors) are described by an Activity concept with the same name as the sub-activity.
By incorporating these elements into the ontology, we aim to provide a structured represen-

tation of procedural workflows, facilitating a clear understanding of the dependencies and order
of execution within a procedure or protocol.

Figure 3 presents the graph representation of the ontology. Within the yellow rectangle we
highlighted the corresponding OWL classes of the previously discussed concepts.

Figure 3: Representation of the Procedural Ontology.

An example of instantiation of the Procedural Ontology is illustrated in Figure 3, on a domain
we are all familiar with. In order to cookPasta we need to boilWater, addSalt and addPasta.
While we waitCooking, we should prepareSeasoning. Differently from PLS, we do not support
the notion of duration of an event, which would instead be extremely useful is this domain, to
avoid overcooked pasta! Despite the lack of notion of time and duration, we can express the need
to prepare seasoning while the pasta is boiling, by setting addPasta as a precondition of both
waitCooking and prepareSeasoning, and by setting prepareSeasoning and drainPasta as
necessary preconditions for seasonPasta. One sub-activity with no successor represents the
last action or procedure of the given activity. As shown in Figure 3, prepareSeasoning is not
an atomic action, and it is hence described by an activity.

4. Integrating Procedural Ontologies into VEsNA

In this section we discuss the requirements that a VEsNA extension should feature to properly
and fruitfully integrate procedural ontologies.

• Persistence of Semantic Information: VEsNA agents must be able to access the
semantic information contained in ontologies.
Typically, ontologies rely on web-published resources but this can lead to potential service
disruptions and unavailability of the agent functionalities. We identify the need of a
persistent storage in order to enhance availability, reliability and consistency of the agent’s
access to ontological data, contributing to a more robust and uninterrupted functioning.

• Processing and Reasoning: the agent should have the capability to process ontologies
and employ reasoning to derive new knowledge.
Moreover, it must be able to distinguish its own standard plan-driven reasoning from
the reasoning on ontological knowledge, in order to handle situations where erroneous
inferences or logical inconsistencies due to incorporation of ontologies may occur.



Figure 4: cookPasta activity.

• Information Removal: the agent must be able to forget incorrect, outdated, or unneces-
sary information coming from ontologies.

• Ontological-to-Beliefs Concepts Association: since a VEsNA agent is expected to
interact with humans via the Rasa interface, the agent must be capable of mapping relevant
words extracted from users’ sentences to known ontological concepts if it recognizes a
relation with the knowledge it has acquired or learned previously.

• Procedural Knowledge in Means-End Reasoning: the agent should actively utilize
the procedural knowledge learned from ontologies in the process of means-end reasoning.
The process involves deciding how to achieve an intention by utilizing the available
means. In this context, the agent can collaborate with a human user to achieve their goals



Figure 5: prepareSeasoning activity.

by suggesting a tailored procedure or plan.

During our analysis on the agent’s needs, we have identified three levels of persistence that
can be implemented in Jason:

• Mental State: the agent should be able to recall and retain its acquired knowledge and
beliefs, up to the point of interruption.
Similar to how humans retain their learned knowledge after waking up from sleep, this
persistence of the mental state allows for continuity of the agent’s cognitive processes. In
order to accomplish this, wemay declare a belief base file in our agent project configuration
(referred to as <agent_name>.bb).

• Ontological Knowledge: in order to store the learned procedural ontologies, we may
need a semantic database; we are considering Virtuoso [42] - in particular its Docker
image [43] - for storing ontological knowledge (“ontological belief base”).

• Generated Plan: during the implementation phase, we intend to utilize Jason pre-
processing directives to make the plans that the agent can generate on the fly from the
procedural knowledge contained in the procedural ontology persistent. This approach
establishes an agent cache used to save the generated plans, ensuring fault tolerance and
enhancing the agent’s performance and responsiveness.

To accomplish the previously summarized features that the agent must exhibit, we have
devised the following new Jason internal actions as necessary for handling ontologies:

• Memorize, allowing the agent to interface with ontologies published on the web and
store them in the agent’s ontological belief base.

• Inspect, allowing the agent to associate a given a term or word uttered by the human
user and recognized by Rasa with an ontological concept, if a similarity with the concepts
inside its ontological belief base is found.



• Forget, to remove ontologies from the agent’s belief base. This capability is useful when
the agent determines that certain ontologies are no longer reliable or relevant to its
current objectives.

• Infer, to retrieve ontologies from the ontological belief base, apply reasoning techniques,
and save the inferred ontologies back into the storage. This process allows the agent
to enrich the original information with new deductions, grounding the results of the
reasoning and making them persistent.

• Reason, that represents the most substantial and challenging functionality of the agent.
This action enables the agent to generate SPARQL queries automatically by mapping the
beliefs expressed in agent speak code.
This internal action plays a key role in the system, as it allows the agent to generate plans
based on data retrieved from the ontological belief base.

Note that Jason internal actions are executed within the agent itself, unlike normal actions
that are executed outside the agent’s mind and have the ability to change the environment. They
offer an AgentSpeak code interface and are implemented using Java in the back end. Accessing
ontologies from inside Java code can be done by making use of specific APIs such as Jena [44]
and OWL API [45].

While in our preliminary design we devise the actions above as internal actions for the Jason
implementation of VEsNA agents, we are also considering to implement them as functions
offered by CArtAgO artefacts [46] inside JaCaMo, possibly taking advantage of the services
that Hypermedea [38] already offers.
In none of the cases above, any change to the BDI architecture and interpreter would be

required at all: Jason agents should use the Memorize, Inspect, Forget, Infer, Reason
internal actions (resp. functions implemented by artefacts) as they use any other internal action
(function).

5. Conclusions and Future Work

In this paper we have presented a study on the integration of procedural ontologies and cognitive
agents with the ultimate goal of enhancing intelligent decision-making in VEsNA. This would
make VEsNA agents able to properly operate in complex, knowledge-intensive domains, still
retaining their capability to understand natural language statements thanks to the Rasa frontend,
and sense and act into a virtual world thanks to the Godot backend.

While our work on procedural ontologies is still in its preliminary stages, VEsNA is becoming
more and more solid and robust. Enabling VEsNA agents to effectively utilize and reason about
semantic procedural data foundation would dramatically extend their capabilities, and might
also represent a foundation for better understanding the cognitive agents’ planning activity in
the metaverse, namely a virtual world where humans may interact using natural language.
Besides, of course, refining the design of procedural ontologies and on the extension of

VEsNA agents to cope with them, and implementing the designed extension, there are several
routes for further work that could be explored. These include:

1. Integration of Procedural and Descriptive Ontologies: one potential area of improvement
is the integration of the procedural ontology with a purely descriptive static ontology.



This integration would provide agents with a more precise understanding of users’ actions
- or generally, more precise information on the user itself - and allows for more accurate
framing of user’s intents within the procedural context.

2. Enhanced Precondition Matching: the matching of preconditions can be further refined,
particularly in the domain of procedural knowledge. Exploring methods to verify the
matching of preconditions more accurately, even when they involve facts that do not
directly represent an activity within the procedure, would enhance the agent’s decision-
making capabilities.

3. Agent Proactiveness: an interesting direction for further work is to make the agent
more proactive in gathering information from users. For example, the agent could
autonomously request information on the performance of optional activities, leading to a
more comprehensive and accurate understanding of the user’s intent.

4. Refined Rasa Pipeline: tuning the Rasa pipeline could be explored to improve the recogni-
tion of relevant information within user sentences during conversations. Fine-tuning the
pipeline would enable the semantic agent to extract and utilize the most pertinent parts
of the user’s input, leading to more effective and context-aware responses.

5. Integration with LLMModels: evaluating the integration of large language models (LLMs)
- such as ChatGPT [47] - could be another avenue of research. By incorporating LLMs
into the system, the agent’s output could be refined to generate responses that are even
closer to natural language, further enhancing the user experience and interaction.
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