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Abstract
Artificial intelligence (AI) holds both potential benefits and significant risks for organizations, including
biases, discrimination, opacity, and reduced human accountability. Technical systems, including AI,
must be regulated to safeguard stakeholders’ interests and maintain proper functioning over time.
However, the problem of designing practical controls for specific AI systems and organizations largely
remains unresolved. To address this gap, we propose an initial methodology focusing on identifying and
contextualizing stakeholders’ values within their local environments. We validate our approach through
a case study in the Japanese life insurance industry, aiming to assess its repeatability and potential
improvements. Our design method includes 10 steps which AI system developers can use to situate
high-level institutions in the local context to control their AI systems. The validation efforts highlight
the contextual nature of designing controls for AI systems, emphasizing the need for diverse control
mechanisms to comply with stakeholders’ values.
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Artificial intelligence (AI) offers potential benefits as well as significant risks, including biases,
discrimination, opacity, and the reduction of human autonomy and accountability. Therefore,
consequential AI systems must be controlled to ensure proper operations over time and eliminate
or mitigate known and emerging risks. Recent work on AI safety have emphasized on fixing or
amending the AI model or processing its training data or outputs, that is, they have focussed
on what you can do prior to putting the system in production. Controlling the system to
safeguard values and their associated norms in a production environment, however, requires a
more comprehensive approach that extends beyond the model and includes the socio-technical
context it is embedded in, as well as the operational and adjacent processes that contribute to
its functioning [1]. In the case of AI, in particular AI that has direct impact on human welfare
and well-being, additional controls are required to protect stakeholders from harm. AI is a wide
concept with many use cases and different stakeholders can have different definitions of harm,
therefore, there is no one-size-fits-all solution to the control of AI [2].

Regulatory responses, such as the EU AI act, may provide safety norms or standards, but at
this point little guidance exists on how to apply these in particular socio-technical contexts.
While a literature has emerged around addressing risks at the level of AI models or at a broader
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governance level, there is currently a gap in literature that aids in conceptualizing and empirically
validating the design of control mechanisms for AI systems in their situational context [3, 4].

Our paper addresses this gap by providing a repeatable process for situating identified values
into practical organizational controls in the context of specific AI applications. We build our core
contribution on earlier approaches that provide ways to tackle parts of the problem. Building
on Van De Poel [5], we identify social values and norms relevant for AI systems. Using the
safety control structure, a methodology to map and evaluate how different processes relate to
the functioning of algorithmic systems [1], we position and operationalize identified norms and
values towards requirements on concrete processes and their responsible actors in the form of
feedback mechanisms between different processes and their actors. The emerging approach
helps identifying a wide range of potential risks, that have to be brought down to a set of feasible
and effective requirements for the particular AI application and use case. Building on Garst et al.
[6], we propose several steps to reduce the dimensionality of reporting to yield the contextually
relevant selection of norms that is controllable for organizations. Furthermore, we then lean on
Mäntymäki et al. [7] to further contextualize and incorporate the set of resulting norms within
the organization for a particular AI application and use case. This combined approach informs
a pragmatic framework for understanding the need and informing the design of organizational
control mechanisms for AI systems.
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