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Abstract
This extended abstract summarises our recent work on the informativeness of query answers over Description

Logics Knowledge Bases (KBs). We introduce a framework to characterise the information that query answers for

KBs can represent and under its lens we study the informative power of current query answering definitions

across the literature. Moreover, we also present novel notions of certain and possible answers, showing that

they are able to represent a meaningful form of information. Lastly, we study the data complexity properties for

relevant problems associated to the answers we introduced.
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Query answering over a Knowledge Base (KB) [1, 2, 3, 4, 5, 6] is the problem of extracting the

information specified by a query from the models of some KB and returning an object (answer) that

represents it to the user. We are interested in characterising the properties that are needed to make

this object meaningful: indeed, in order to be relevant, query answers should represent as much as

possible the information required by the queries issued by users and, at the same time, they should be

simple enough. The first aspect is related to their informativeness, whereas the second is crucial for

their comprehension. We focus on answers expressed as sets of tuples, as this language is universally

accepted and understood, and we characterise their informative content introducing novel formal tools

tailored to this purpose.

So far, in order to construct answers for queries over KBs, most of the approaches in the literature

chose either the certain or the possible semantics [7, 8] of the answer; according to the former, the

answer is constituted by the answer tuples of constants satisfying the query in every model of the KB,

while to the latter in at least one of them. Nevertheless, it is well known that in many practical scenarios

[9, 10, 11, 12, 13, 14, 15, 16, 17, 18] both certain and possible answers are a lossy approximation of all the

information entailed by a query and a KB. Indeed, as the following example shows, they suffer severe

shortcomings w.r.t. their informative content.

Example 1. Assuming the predicates Employee/1(𝐸) and hasSupervisor/2(hS), let 𝒯 be the TBox

{𝐸 ⊑ ∃ℎ𝑆, ∃ℎ𝑆− ⊑ 𝐸, ℎ𝑆 ⊑ ¬ℎ𝑆−} (i.e. each employee has as a supervisor another employee

and cannot supervise a supervisor) and the ABox 𝒟 = {𝐸(Ava), 𝐸(Bea), ℎ𝑆(Bea,Carl)}. For

𝑞 = {(𝑥, 𝑦) | hS(𝑥, 𝑦)} over 𝒦 = ⟨𝒯 ,𝒟⟩, the certain answers are {(Bea,Carl)}. For every model ℐ of

𝒦 the information that there exist constants 𝑎 and 𝑏 s.t. (Avaℐ , 𝑎) and (𝑎, 𝑏) satisfy 𝑞 in ℐ is lost in the

certain answers. Similar considerations hold for possible answers as well.

This extended abstract summarises our recent results from [19]: we build a framework to formally

determine the informativeness of query answers and we show how to use it to quantify objectively

the informative content of different query answers definitions across the literature. This is a core

contribution of our work, since there existed no rigorous approach conveying a similar measure of

informativeness. Moreover, we address some of the limitations highlighted in Example 1 w.r.t. the
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certain and possible answers by providing novel notions of informative query answers. Once again, we

can achieve this in virtue of our framework, as it sheds light on properties of answer objects needed to

increase their informative content. Indeed, equivalent results would be hard to obtain without a tool of

this kind.

Specifically, we describe which is the logical behaviour of the information to be represented (what an-

swers need to represent), and the core idea behind our framework is the one of characterising accordingly

how effectively a given answer object mimics this behaviour (how informative answers are).

To formally model what answers need to represent, we leverage the following construction. First,

we introduce a new predicate (not occurring in the KB alphabet) ans𝑘 whose arity 𝑘 matches the

one of the given query 𝑞; when evaluating 𝑞 over a first order interpretation ℐ , the answer to 𝑞 over

ℐ are constituted by the assertion for ans𝑘 over the constant answer tuples from ℐ satisfying 𝑞 (e.g.,

ans2(Bea,Carl) is one of these assertions when evaluating the query in Example 1 over any model of the

corresponding KB). Second, this approach is generalised to a KB: the set 𝑞(𝒦) = {𝑞(ℐ) | ℐ ∈ Mod(𝒦)}
expresses all the information that can be derived from a query 𝑞 and a KB 𝒦, where Mod(𝒦) are models

of 𝒦 and 𝑞(ℐ) is the answer to 𝑞 over model ℐ . The construction just introduced allows us to define the

behaviour of the set 𝑞(𝒦) (i.e., what answers need to represent) using properties definable with logical

formulae over the predicate ans𝑘, as demonstrated in the example below.

Example 2. The set 𝑞(𝒦) from Example 1 satisfies the formula 𝜙1 = ∃𝑥, 𝑦.ans2(Ava, 𝑥) ∧ ans2(x,y)

for every 𝑞(ℐ) ∈ 𝑞(𝒦), because ans2(Ava
ℐ , 𝑐1) ∈ 𝑞(ℐ) and ans2(𝑐1, 𝑐2) ∈ 𝑞(ℐ) for each ℐ ∈ Mod(𝒦)

and for some constants 𝑐1, 𝑐2. Likewise, 𝑞(𝒦) does not satisfy 𝜙2 = ∃𝑥, 𝑦.ans2(x,y) ∧ ans2(y,x) for any

𝑞(ℐ) ∈ 𝑞(𝒦), because there is no model ℐ of 𝒦 and no constants (𝑎, 𝑏) from ℐ s.t. ans2(𝑎, 𝑏) ∈ 𝑞(ℐ) and

ans2(𝑏, 𝑎) ∈ 𝑞(ℐ).

Defining how informative answers are w.r.t. the set 𝑞(𝒦) introduced above constitutes the heart of

our approach. The core idea is the one of associating to the objects returned as query answers a formal

semantics and leverage it to determine the information (either present in every or at least one object)

in 𝑞(𝒦) that the answers are able to convey. More precisely, in our framework every answer object

that is returned in response to a query over a KB belongs to a family of objects (call it 𝒜); each of these

families is equipped with a relation specifying the (first order definable) properties their objects satisfy

(call it |=𝐴). Below we show the case in which certain answers are used in the framework as definition

of answers.

Example 3. In relation to Example 1, assume the object returned as the answer to 𝑞 over 𝒦 is the set of the

certain answers Θ = {ans2(Bea,Carl)}, where Θ belongs to a family 𝒜 of objects constituted by all the

ground atoms over the alphabet {ans}. In this case Θ |=𝐴 𝜙, iff 𝜙 is true over Θ seen as an interpretation.

For instance, let 𝜙 = ans2(Bea,Carl). Then it is readily seen that Θ |=𝐴 𝜙.

Now, we can compare the set 𝑞(𝒦) with answer objects and define how similar they are according

to the languages of properties (expressible as formulae over {ans}) for which they satisfy the same

formulae. In order to be as general as needed to accommodate for many query answers definitions, we

use the notion of Query Answering System (QAS). A QAS is an abstraction of the query answering task

that takes queries and KBs, from two languages of queries and KBs Q and K resp., and associates to

them an answer from a family of objects 𝒜 having semantics |=𝐴. This mapping happens in virtue of a

function denoted as 𝑒𝑣𝑎𝑙 : Q×K → 𝒜. For each query answer definition its informative power comes

down to specify the (largest) language of formulae for which it exhibits an identical behaviour w.r.t. the

set 𝑞(𝒦).

Definition 1. Let ℱ be a language of FO formulae over {ans} and S = ⟨Q,K, ⟨𝒜, |=𝐴⟩, eval⟩ be a QAS.

We say that S preserves the certain knowledge of ℱ if, for each 𝑞 ∈ Q, 𝒦 ∈ K, and 𝜙 ∈ ℱ it holds that

eval(𝑞,𝒦) |=𝐴 𝜙 iff 𝑞(ℐ) |= 𝜙 for every ℐ ∈ Mod(𝒦); likewise, S preserves the possible knowledge of ℱ
if, for each 𝑞 ∈ Q, 𝒦 ∈ K and 𝜙 ∈ ℱ , it holds that eval(𝑞,𝒦) |=𝐴 𝜙 iff there exists ℐ ∈ Mod(𝒦) so that

𝑞(ℐ) |= 𝜙.



QASs characterise the information content of query answers: the larger the language ℱ that a QAS

preserves, the more informative such a QAS is. We use the technical tool provided by Definition 1 to

quantify and compare the informativeness of query answering definitions in the literature. In this study

we consider queries in the language of conjunctive queries (CQ) and union thereof (UCQ), as well as

KBs belonging to languages with widely accepted and well-known properties, in which many common

description logic languages fall, such as the profiles of OWL 2 and tuple generating dependencies.

For simplicity of exposition, we refer our results to the answer objects returned by the various query

answering definitions, rather than their corresponding QAS; however, the findings we present are easily

extended to QASs.

For certain answers, recall that the objects returned as answers have the shape of the one introduced in

Example 3. Answer objects of this flavour preserve the certain knowledge of the language of existential

positive formulae over {ans} with ground atoms only and they do not preserve the certain knowledge

of those languages where existential variables occur.

Next, we consider an extended form of certain answers, called minimal partial answers, recently

presented in [20, 21]. We prove that the answers constructed according to this definition preserve the

certain knowledge expressible using the existential positive formulae where variables do not repeat

across different atoms; moreover, they do not preserve those fragments of existential positive formulae

in which these repetitions occur.

Lastly, we consider possible answers: in this case the answer object is constituted by all the assertions

over {ans} for the constant answer tuples satisfying the query in at least one model of the KB. This

definition preserves the possible knowledge of the language of ground atoms, but it does not preserve

their conjunctions.

Finally, we focus on the definition of novel notions of (certain and possible) answers as sets of tuples,

which are able to represent meaningful form of information. In particular, our idea consists in defining

answers containing tuples sharing the same (unknown) existential individuals, represented through

repeated variables. To this end, we say that a set of atoms 𝐴 is Variable-Connected if for every atom

𝛼 ∈ 𝐴 there is one atom 𝛽 ∈ 𝐴 s.t. 𝛼 and 𝛽 share at least one variable. Additionally, whenever 𝐴
contains at most 𝑛 distinct variables it is called 𝑛-Connected Answer (𝑛-CA). Now, given a KB 𝒦 and a

query 𝑞, among all the 𝑛-CAs we are interested in those that are certain (resp. possible) for 𝑞 over 𝒦;

we say that an 𝑛-CA 𝐴 is certain (resp. possible) for 𝑞 over 𝒦 if for every (resp. some) ℐ ∈ Mod(𝒦)
there is a constant-preserving homomorphism from 𝐴 to 𝑞(ℐ).

Example 4. Consider again Example 1. For 𝑛 = 0 the certain 0-CA is {ans2(Bea,Carl)}; if 𝑛 = 1,

some certain 1-CAs are {ans2(Carl, 𝑥1)} and {ans2(Ava, 𝑦1)}. For 𝑛 = 2, some certain 2-CAs are

{ans2(Carl, 𝑥1), ans2(𝑥1, 𝑥2)} and {ans2(Ava, 𝑦1), ans2(𝑦1, 𝑦2)}.

Our novel answer, called certain (resp. possible) 𝑛-answer, collects together all the 𝑛-CA that are

certain (resp. possible and constant-free) for the query 𝑞 over KB 𝒦.

Definition 2. Let 𝐴 =
⋃︀𝑚

𝑖=1𝐴𝑖, where 𝐴1, . . . , 𝐴𝑚 are 𝑛-CAs that share no variables (resp. share no

variables and mention no constants). The set 𝐴 is a certain (resp. possible) 𝑛-answer for 𝑞 over 𝒦 if: 𝐴𝑖 is

certain (resp. possible) for 𝑞 over 𝒦, for each 𝑖 ∈ {1, ...,𝑚} and for every 𝑛-CA 𝐵 that is certain (resp.

possible) for 𝑞 over 𝒦 there is 𝑗 ∈ {1, ...,𝑚} and a bijection ℎ s.t. ℎ(𝐵) = 𝐴𝑗 .

Using the tools from our framework we prove that certain 𝑛-answers can preserve the certain

knowledge that can be expressed using existential positive formulae in which at most 𝑛 distinct

variables occur; on the other hand, possible 𝑛-answers preserve the possible knowledge expressed by

constant-free positive formulae with at most 𝑛 different variables.

We then studied the data complexity versions [22, 23, 24] of relevant decision problems for 𝑛-CAs,

as the ones of checking whether an 𝑛-CA is certain and possible for 𝑞 ∈ UCQ and a KB 𝒦. Notably,

these problems can be reduced to Boolean UCQ entailment and consistency check over 𝒦, resp. Our

results imply that, given any UCQ 𝑞 and KB 𝒦 for which Boolean UCQ entailment (resp., consistency

check) is decidable, we can construct a set of certain (resp. possible) 𝑛-answers to 𝑞 over 𝒦 by means



of calls to an answer recognition oracle. We investigated the non-redundancy check as well. Consider

the case of certain 𝑛-answers: intuitively, given variable 𝑥, constants 𝑎, 𝑏, 𝑐 and the certain 1-answers

𝐴 = {⟨𝑎, 𝑥⟩, ⟨𝑥, 𝑐⟩} and 𝐵 = {⟨𝑎, 𝑏⟩, ⟨𝑏, 𝑐⟩}, then 𝐴 is redundant, as 𝐵 conveys more information and

|𝐵| ≤ |𝐴|. Resorting to the query language EQL-Lite(UCQ), the non-redundancy check has the same

data complexity as EQL-entailment [25, 26]. Similar results are obtained for the non-redundancy check

of possible 𝑛-answers.

Regarding the open problems for our work, a natural extension of the results we presented is the one of

providing a definition of answers that is powerful enough to preserve the certain or possible knowledge

of arbitrary existential positive formulae. This problem is far from trivial, because it forces us to rethink

the language of the query answers: indeed, one notable negative result we showed in [19], regarding the

expressive power of answers as sets of tuples, suggests that the solution requires a new representation

of answers based on logical theories. Second, another research direction involves the design of efficient

enumeration algorithms working with our novel notion of answers and their implementation in practice.

In addition, the framework could also be used to improve the informativeness of answers in many

different scenarios, such as those involving queries with aggregation or Consistent Query Answering.
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