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Abstract
Recognition of nested named entities, which may contain each other, can enhance the coverage of found named
entities. This capability is particularly useful for tasks such as relation extraction, entity linking, and knowledge
graph population. This paper presents the organizers’ report on the BioNNE competition, which focused on
nested named entity recognition systems in medical texts for both English and Russian. The competition includes
three subtasks: Bilingual, English-oriented, and Russian-oriented. Training and validation sets were derived from
a subset of the NEREL-BIO dataset, a corpus of PubMed abstracts. For the BioNNE evaluation, eight of the most
common medical entity types were selected from the original dataset. Additionally, a novel test set was developed
for the shared task, consisting of 154 abstracts in both English and Russian. Held within the framework of the
BioASQ workshop, the competition aims to advance research in nested NER within the biomedical domain.
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1. Introduction

Nested Named Entity Recognition extends the capabilities of standard Named Entity Recognition (NER)
task by addressing the challenge of overlapping and nested entities within texts. While more complex, it
provides a richer and more nuanced understanding of the entities in a document, making it invaluable for
domains requiring precise and hierarchical entity extraction. One such domain is biomedical scientific
texts, where nested structures are common. Identification of named entities in scientific texts is essential
for extracting valuable information and progressing biomedical research. NNER involves recognizing
entities that are nested within other entities. It brings additional complexity by handling the hierarchical
and overlapping nature of entities within the biomedical field. Traditional NER systems often fail to
adequately capture this nested structure, leading to a loss of crucial information. Recent studies [1, 2, 3]
involve leveraging sequence-to-sequence models and reinforcement learning to handle these nested
structures more efficiently.

While most studies are focused on flat (non-nesting) NER tasks, there are few general-domain datasets
for nested entities [4, 5, 6]. The GENIA corpus [7], a popular NER dataset within the biomedical domain,
includes over 100K annotations across 47 entity types, yet only 17% of the entities in the GENIA corpus
are nested within another entity [8]. A recent dataset, NEREL [5], is annotated with over 56K named
entities of 29 types, while it’s biomedical extension, NEREL-BIO [9], is annotated with over 70k entities
of 37 types.

This paper provides a comprehensive overview of the Biomedical Nested Named Entity Recognition
(BioNNE) task, predominantly focusing on the challenges and advancements in nested NER across
annotated PubMed abstracts. The shared task includes both English and Russian biomedical texts and
was part of the BioASQ Workshop 2024 [10]. The BioASQ shared tasks aim to advance systems that
exploit diverse and extensive online information to meet the information needs of biomedical scientists.
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Figure 1: Sample of annotations of nested entities in the Russian abstract (PMID: 27456564).

Figure 2: Sample of annotations of nested entities in the English abstract (PMID: 27456564).

To this end, we setup both monolingual and bilingual sub-tasks based on the NEREL-BIO dataset. This
paper (i) introduces the corpus (Section 3) and (ii) reports the results of the BioNNE Shared Task 4. All
the materials can be found on BioNNE GitHub page1 and on Codalab2 competition page.

2. BioNNE shared Task

The main task is to extract and classify biomedical nested named entities mentioned in the unstructured
medical abstract text. The main task consists of three tracks: (i) Bilingual, (ii)English-oriented, and (iii)
Russian-oriented.

• Bilingual: participants in this track were required to train a single multi-lingual NER model using
training data for both Russian and English languages. The model was supposed to be used to
generate prediction files for each language’s dataset. Predictions from any mono-lingual model
were not allowed in this track.

• English-oriented: participants in this track were required to train a nested NER model for English
scientific abstracts in the biomedical domain.

• Russian-oriented: participants in this track were required to train a nested NER model for Russian
scientific abstracts in the biomedical domain.

The same predictions from track (i) were not allowed in tracks (ii) and (iii). Participants were allowed
to train any model architecture on any publicly available data to achieve the best performance.

3. Dataset

Training and validation sets for the BioNNE competition were based on a subset of NEREL-BIO dataset
[9]. NEREL-BIO is a corpus of PubMed abstracts written in Russian and English. It enhances the
NEREL [5] dataset, originally designed for the general domain, by incorporating biomedical entity

1https://github.com/nerel-ds/NEREL-BIO/tree/master/bio-nne/
2https://codalab.lisn.upsaclay.fr/competitions/16464
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Table 1
The list of entity types from NEREL-BIO dataset that were used for BioNNE task.

Entity Label Explanation Examples
FINDING does not have direct correspondence in

UMLS, it conveys longer hospital stay,
stopped the progression of the results of
scientific study described in the abstract

keratoconus, stabilize the glau-
coma process

PHYS biological function or process in organ-
ism including organism attribute (temper-
ature) and excluding mental processes

blood flow, childbirth, uterine
contraction, arterial pressure,
body temperature

INJURY_POISONING damage inflicted on the body as the direct
or indirect result

overdosing, burn, drowning, of
external force including poison-
ing falling, childhood trauma

DISO any deviations from normal state of organ-
ism: diseases, symptoms, abnormality of
organ, excluding injuries or poisoning

appendicitis, haemorrhoids,
magnesium deficiency dysfunc-
tions, Diabetes Mellitus, spine
pain, complication, bone cyst,
acute inflammation, deep vein
thrombosis

LABPROC testing body substances and other diagnos-
tic procedures

biochemical analysis, poly-
merase chain reaction test,
such as ultrasonography elec-
trocardiogram, histological

ANATOMY comprises organs, body part, cells and cell
components

eye, bone, brain, lower limb, oral
cavity, blood, body substances
anterior lens capsule, right ven-
tricle, lymphocyte

CHEM chemicals including legal and illegal drugs,
biological molecules

opioid, lipoprotein, iodine,
adrenalin, memantine,
molecules methylprednisolone

DEVICE manufactured objects used for medical
purposes

catheter, prosthesis, tonometer,
tomograph removable prosthe-
sis, stent, metal stent

types. Biomedical entity types in NEREL-BIO are annotated according to UMLS definitions of relevant
concepts. All the abstracts are annotated in the BRAT format [11].

Figures 1 and 2 present parallel examples of nested named entities in NEREL-BIO for one abstract.
Table 1 provides a comprehensive list of entity types, along with their explanations and examples.

Compared to the original NEREL-BIO dataset, we fixed some annotators’ errors, merged PRODUCT
and DEVICE type classes into DEVICE class and selected the eight most common medical entities from
the dataset: FINDING, DISO, INJURY_POISONING, PHYS, DEVICE, LABPROC, ANATOMY, CHEM.
The resulting dataset comprises 662 annotated PubMed abstracts in Russian and 104 parallel abstracts
in Russian and English. 104 parallel abstracts were randomly split for training and validation sets for
each subtask.

A novel test set was developed for the shared task, consisting of 154 abstracts in English and Russian.
To avoid manual annotation, 346 extra files were added for each language, resulting in 500 abstracts for
each of the target languages. These supplementary files were excluded from the final evaluation.

Table 2 shows the number of entities represented in each part of the data set. Observations can be
summarized as follows. Entities labeled as DISO and ANATOMY are the most frequent across all sets,
with DISO being particularly prevalent in both training and test sets. Categories such as DEVICE and
INJURY_POISONING have a much lower number of entities compared to others, highlighting potential
areas where entity recognition might be more challenging due to data sparsity. The number of entities
in the English test set (EN_test) and the Russian test set (RU_test) are relatively comparable, although
slight variations are observed, particularly in the ANATOMY and DISO categories.



Table 2
Number of entities in each subset of the BioNNE 2024 dataset.

Entity Label Refined NEREL-BIO Novel BioNNE test set
RU_train EN_train RU_dev EN_dev EN_test RU_test

number of documents 716 54 50 50 154 154
number of entities

DISO 11169 2043 914 1012 2995 2730
ANATOMY 8346 911 869 897 2221 2157
PHYS 5742 397 354 379 1569 1570
CHEM 4741 579 527 575 1308 1203
FINDING 4808 456 350 348 1365 1388
LABPROC 1618 190 138 154 401 405
DEVICE 734 20 33 28 168 165
INJURY_POISONING 643 90 25 20 129 120
Total 37369 4686 3210 3413 10156 9738

4. Experiments

4.1. Evaluation Metric

F1 was used as the main evaluation metric. It is calculated according to the following formula:

𝐹1 =
1

𝑛

∑︁
𝑐∈𝐶

𝐹1𝑟𝑒𝑙𝑐
(1)

where 𝐶 ={“FINDING”, “DISO”, “INJURY_POISONING”, “PHYS”, “DEVICE”, “LABPROC”,
“ANATOMY”, “CHEM”}, 𝑛 is the size of 𝐶 , 𝐹1𝑟𝑒𝑙𝑐

is macro F1-score averaged over all entity classes.

4.2. Baseline Solution

We leveraged the BINDER model [12] as a baseline solution for the BioNNE task. BINDER utilizes
two encoders to map text and entity types into a shared vector space. It efficiently reuses vector
representations of entity types for various text spans (or vice versa), leading to accelerated training and
inference speeds. Leveraging bi-encoder representations, BINDER introduces a contrastive learning
framework for NER. This framework facilitates similarity between the representations of entity types and
their corresponding mentions while encouraging dissimilarity with non-entity text spans. Additionally,
BINDER introduces a dynamic thresholding loss in contrastive learning. During testing, it employs
candidate-specific dynamic thresholds to differentiate entity spans from non-entity ones. For our
backbone model, we utilized the multilingual BERGAMOT model3 [13], which is pre-trained on the
Unified Medical Language System (UMLS) (version 2020AB) using a Graph Attention Network (GAT)
encoder [14]. The best-performing results were achieved with the following hyperparameters: a learning
rate of 3e-5 and 5 training epochs. AdamW was used as the optimizer [15].

To address the cross-lingual transfer problem, the baseline model was trained and evaluated on various
language variations: RU, EN, and RU+EN. The highest scores were achieved on the combined RU and
EN subsets (see Tab. 3). Additionally, models that were trained on one language showed comparatively
high results when evaluated on the other language, with training on Russian data proving to be more
effective. This effectiveness can be attributed to the difference in the size of the training data. Thus,
combined with the results from the participants’ models, we can conclude that cross-lingual techniques
can be effectively applied to the NNER task.



Table 3
Results (F1 scores on the test sets) of bilingual and monolingual subtasks. The best result in each task is bolded.

Model Both (Track 1) English (Track 2) Russian (Track 3)
fulstock 0.7044 0.6181 0.6981
hasin.rehana 0.5053 0.5636 0.6007
wenxinzh - 0.3480 -
vampire - 0.1203 -
baseline EN_train 0.4061 0.5561 0.4041
baseline RU_train 0.4866 0.4041 0.5849
baseline RU+EN_train 0.6430 0.5655 0.6732

4.3. Official BioNNE Results

We observed a strong interest in the shared task, with 26 teams registered in CodaLab. We have received
155 submissions from 5 teams. One team opted to withdraw their results from the official publication.
We summarized performance for all tracks in Table 3. Below, we give an overview of these approaches.

Team fulstock achieved the best results by using the BINDER model. In contrast with the baseline
architecture, it has XLM-RoBERTa [16] as a backbone model. The participant experimented with
different ways of entity type description (prompts) for BINDER learning. The following variants of
prompts were used: keyword (name of the entity type); 2, 5 or 10 the most frequent component words
for entity type in the training data, contextual prompt (an example of a sentence with the target entity),
lexical prompt (an example of a sentence, in which the target entity is masked with the entity label) [17].
The model was trained during 64 epochs. Results have shown that contextual Russian named entity
type description proved to be the best option for the bilingual track (achieving 0.704 in F1-score), while
for the Russian-only track, one worked the best (F1-score is 0.698). In the English track, the 10 most
frequent English components prompt resulted in the 0.6181 F1-score. Thus, these prompts benefited
from getting first place in the BioNNE competition on all three tracks.

Team wenxinzh [18] used the combination of a pre-trained Mixtral model [19] and
en_ner_bc5cdr_md, a spaCy NER model trained on the BC5CDR corpus [20]. They also adapted
and customized rules based on semantic types of UMLS (Unified Medical Language System). First, the
system uses Mixtral and en_ner_bc5cdr_md to extract potential entities for each category from the text.
Then, the system finds the UMLS semantic type associated with the entities to determine their final
entity types. The team applied the system to the English subtask and achieved third place in the overall
results, with an F1 score of 0.348.

Team hasin.rehana [21] processed the BioNNE dataset by splitting each abstract into sentences and
mapping the corresponding annotations to these sentences. Then, they implemented the BIO-tagging
scheme, a well-known method for named entity recognition encoding. Tokens were encoded as B-TYPE
for the beginning of an entity, I-TYPE for subsequent tokens of the same entity, and O for tokens that
do not belong to any entity class. Overall, six levels of BIO-tagging were applied to the BioNNE dataset.
The core of the model for English NNER is the pre-trained PubMedBERT, which provides contextualized
word embeddings [22]. For the Russian NNER task, the team used a pre-trained SBERT-Large-NLU-RU
model4. For Bilingual NNER, they have employed BERT-Base-Multilingual-uncased[23]. A series of six
classification layers were added to the base model. Each layer was designed to output a specific level of
NER tags, with each linear layer taking the hidden states from PubMedBERT and mapping them to the
required number of labels for that layer. Although the original number of classes in the BioNNE dataset
is eight, the total number of output classes for each classification layer is 17 to support the preprocessed
BIO-tagged dataset. This includes “B-Class” and “I-Class” for each of the eight original classes, as well
as “O” class for any token that does not belong to any entity class. To enrich the NER process, the
team leveraged the UMLS Metathesaurus for vocabulary expansion. They utilized the MRCONSO.RRF
data file within UMLS to extract relevant concepts and their child concepts based on the concept IDs

3https://huggingface.co/andorei/BERGAMOT-multilingual-GAT
4https://huggingface.co/ai-forever/sbert_large_nlu_ru
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provided by the BioNNE challenge organizers, which broadened the model’s ability to recognize entities
by incorporating synonyms and related terms. For these experiments, the team has employed 6 NVIDIA
Tesla V100 GPUs with 32GB of HBM2 VRAM each.

5. Conclusion

In this paper, we present the organizers’ report on the competition for nested named entity recognition
systems in the biomedical domain (BioNNE). The competition included three subtasks: Bilingual,
English-oriented, and Russian-oriented. The participants were asked to extract the eight most common
medical entities, both in Russian and English, which can contain each other, from PubMed abstracts.
The best results in the evaluation were achieved by using the BINDER model based on bi-encoder
representations and a contrastive learning framework. The winner experimented with different ways of
entity type description (prompts) for BINDER learning. We hope that the outcomes of the competition
will foster further research and development in nested NER for healthcare applications.
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