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Abstract
EXIST is an ongoing series of scientific events and collaborative tasks dedicated to identifying sexism in social
networks. The goal of EXIST - in this case hosted at CLEF 2024 - is to encompass the full spectrum of sexist
expressions, ranging from overt misogyny to more subtle forms that include implicit sexist behaviours. A binary
classification is the first task. Systems must determine whether a particular tweet includes statements or actions
that are sexist. In this paper, we discuss the application of a Mistral 7B model to address the task in the hard
labelling setup for English and Spanish. Our approach leverages a Mistral 7B model along with a few-shot learning
strategy and prompt engineering. Thanks to our approach, on the English test set, our best run achieved an F1 of
0.56, and on the Spanish test set, it achieved an F1 of 0.51. In the global ranking, our approach was able to obtain
an F1 of 0.53. Our selected approach is able to outperform some of the baselines provided for the competition
while outperforming other LLM-based approaches.
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1. Introduction

In recent years, Natural Language Processing (NLP) has been reshaped by Generative Pre-trained
Transformer (GPT) models [1, 2], by managing text across various applications. EXIST is a series of
scientific events and shared tasks dedicated to identifying sexism in social networks. It aims to address
sexism in a comprehensive manner, encompassing explicit misogyny and more subtle expressions of
implicit sexist behaviours (EXIST 2021, EXIST 2022, EXIST 2023). The fourth edition of the EXIST
shared task takes place as a Lab hosted at CLEF 2024.

Social networks serve as major platforms for social complaints, activism, and movements such as
#MeToo, #8M, and #Time’sUp, which have rapidly gained traction. Many women throughout the
world have been able to report sexist incidents in real life, including violence and discrimination,
thanks to these sites. Social media platforms, however, also aid in the propagation of sexism and other
rude, abusive, and offensive behaviours. In this situation, automated methods can be quite helpful in
identifying and raising awareness of sexist discourses and behaviours. These methods can also be used
to determine the most prevalent types of sexism, assess the frequency of abusive and sexist situations
on social media platforms, and comprehend the ways in which sexism manifests itself in these medium.
This lab helps with the creation of sexism detection applications. The activities in the latest version
are centred upon visuals, namely memes, whereas the previous three editions were solely concerned
with identifying and categorizing sexist text messages. Memes, which are usually funny pictures that
become viral on the Internet and social media, are now included to encompass a wider range of sexist
expressions, particularly those that pass for comedy. Consequently, the development of automated
multimodal technologies that can identify sexism in text and memes is imperative.
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Detecting sexist content online is an increasingly complex challenge, requiring the development
of automated tools for data extraction and categorization. These tools are essential for addressing
both established and emerging societal concerns. Recent advancements in machine learning and deep
learning architectures in almost every field [3, 4, 5] have driven a surge of interest also in natural
language processing (NLP) techniques. Capitalizing on this momentum in NLP research, numerous
text classification strategies have been proposed in the literature to automate the identification and
categorization of online textual content. In the last fifteen years, some of the most successful strategies
have been based on SVM [6, 7], on Convolutional Neural Network (CNN) [8, 9], on Graph Neural
Network (GNN) [10], on ensemble models [11, 12] and, recently, on Transformers [1, 13, 14, 15].

Recently, the many approaches presented at SemEval 2024 - usually held before the CLEF conference
- have further pushed the growing use of the large language model (LLM)-based architectures in
academic research. LLM apps are used at SemEval to take on a variety of tasks and provide noteworthy
outcomes. For example, T5 is used to the problem of determining the inference relation between plain
language statements and Clinical Trial Reports [16] in Task 2 [17]. In Task 10, Hindi-English code-mixed
conversations are subjected to emotion recognition in Conversation (ERC) using a Mistral 7B model
[18]. Furthermore, a DistilBERT model is used in Task 8 [19] to recognize text generated by machines
[20]. Inspired by the results provided by this last work, we decided to employ a Mistral 7B model to
face the EXIST 2024 binary classification task (i.e., Task 1). EXIST 2024 [21, 22] finds its main basis on
the previous editions of the same series [23, 24].

Classifying items in binary form is the first task. The systems must determine whether a particular
tweet includes sexist language or actions (that is, if it is sexist in and of itself, portrays a sexist scenario,
or disparages a sexist action). We provide a Transformer-based strategy that uses Mistral 7B to tackle the
problem in both English and Spanish [25]. We applied the model in a specific few-shot manner that is
covered in the remainder of this study. In particular, we provided samples from the English and Spanish
training sets. We chose Mistral 7B because its comparison examination with two other state-of-the-art
models—Llama 2 and Llama 1—shows significant improvements in common natural language processing
tasks. Mistral 7B continuously performs better than Llama 2, a well-known open 13B model, in several
benchmark tests. Additionally, as reported in its introductory paper, Mistral 7B performs better than
Llama 1, a cutting-edge 34B model, not just equalling but surpassing its accomplishments in areas
related to logic, maths, and coding.

The rest of the paper is developed in this manner. In Section 2, we provide some background on
Task 1 hosted at EXIST 2024. An explanation of the employed technique is provided in Section 3. In
Section 4, we detail the experimental configuration that was utilized to replicate our findings. Section
5 contains some discussions and the official task results. In section 6, we offer our conclusions and
recommendations for additional study.

We make all the code publicly available and reusable on GitHub.

2. Background

This section furnishes background information regarding the Task 1, held at EXIST 2024. This text
describes a challenge for participants to develop models that can detect sexism in tweets from Twitter.
The challenge seeks creation of multilingual and monolingual models that can both detect sexism in
terms of binary classification. These models, given a source content, need to identify if some form of
sexism is present within the content.

For our submission, we only addressed the Task 1 (binary classification task), where we were asked
to detect if a tweet contained some sexist content or not. An example from the official Task description
is shown in the Figure 1.

Finally, the task organizers requested the submission of a JSON file. In our case, we submitted two
runs. In one field of the JSON file is reported the ID of the test sample considered, in the second field it
is reported the label (i.e., YES or NO).



Figure 1: In the Figure is shown a sample from the task description page. The output of the model for the task
has to be one out of YES or NO.

3. System Overview

While it has been established that Transformers may not always be the optimal choice for text classifi-
cation tasks [26], the efficacy of various strategies, such as domain-specific fine-tuning [27, 28] and
data augmentation [29, 30], depends on the specific objectives.

The increasing adoption of Transformer-based architectures in academic research has also been
bolstered by various methodologies showcased at SemEval 2024. These methodologies tackle diverse
tasks and yield noteworthy findings. For instance, at the Task 2 [17], where to address the challenge of
identifying the inference relation between a plain language statement and Clinical Trial Reports is used
T5 [16]; Task 4 [31] where is employed a Mistral 7B model to detect persuasion techniques in memes
[32]; and Task 8 [19], that utilizes a DistilBERT model to identify machine-generated text [20].
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Figure 2: The system overview of our proposed approach in the case of the Spanish dataset. Given a
set of Spanish samples from the train set, they are translated to English using Deep Translator. Then
they are all provided as input - few-shot samples from the training set, together with a prompt question
- to Mistral 7B. Following these few shot samples and the question as input, there is one sample from
the test set for which the prediction has to be provided.

We employ Mistral 7B in our few-shot approach [33]. With seven billion parameters, Mistral 7B is a
language model designed to be very performant. Mistral 7B outperforms the industry-leading open 13B
model (Llama 2) on every benchmark that has been evaluated. Moreover, it outperforms the leading 34B
model (Llama 1) in tasks pertaining to logic, math, and coding creation. The model leverages sliding
window attention (SWA) to efficiently analyze sequences of different lengths while reducing inference
costs, in addition to grouped-query attention (GQA) to accelerate inference. Furthermore, Mistral 7B
- Instruct, a refined version designed for following instructions, performs better than Llama 2 13B -
conversation model in both automatic and human assessments. Mistral 7B Instruct’s release highlights
how easily the base model may be adjusted to provide considerable performance gains.

For our task, in the case of the Spanish language before prompting the model with the current sample
from the test set, we made an online and real-time use of Google Translator from the deep_translator
library. Then we randomly selected 10 samples from the provided labelled training set. Then we
formatted the samples in each set in the following way:

Tweet1 // NO
Tweet2 // YES



...
TweetN // NO

After merging the formatted samples from the training set, we fed the model, appending to the
few-shot samples the current unlabelled sample from the official test set. At this point, the full text
containing the few-shot samples plus the sample to be classified were provided as prompts to Mistral.

Then the question provided as prompt to the model was: " [INST] Is the following TWEET sexist, in
any form, or does it describe situations in which such discrimination occurs (i.e., it is sexist itself, describes
a sexist situation or criticizes a sexist behaviour)? Reply only with YES or NO.". Where the CONTEXT
were the few-shot samples provided. For all the samples from the test set, the model correctly predicted
one of the response requested (i.e., YES or NO).

According to a recent study by [34], preprocessing usually has little effect on text classification tasks
when employing Transformers. More precisely, when it comes to Transformers, the optimal set of
preprocessing techniques does not really vary from doing none at all. We have not preprocessed the
text in any way because of these factors, as well as the desire to maintain the speed and computational
efficiency of our system.

4. Experimental Setup

Our model implementation was executed on Google Colab, utilizing the Mistral 7B library from Hugging
Face, specifically the Mistral-7B-Instruct-v0.2-GGUF version from TheBlock. Additionally, we utilized
the deep_translator package with Google Translator 1 for the translation task. The Mistral 7B version
employed represents an enhanced iteration of the Mistral-7B-Instruct-v0.1 model, geared towards
instruction fine-tuning. Instructions for instruction fine-tuning should be enclosed within [INST]
and [/INST] tokens, with the initial instruction beginning with a sentence identifier, and subsequent
instructions omitting this identifier. The generation process is terminated by the end-of-sentence token
ID. Furthermore, we imported the Llama library [35] from llama_cpp, with comprehensive details
available on GitHub.

All datasets required for the various phases of the experiment are accessible on the Official Competi-
tion page. No additional fine-tuning was conducted on the model. The experiment was executed using
a T4 GPU provided by Google. Upon generating the predictions, the results were exported in the format
specified by the organizers. As previously mentioned, our complete codebase is accessible on GitHub.

5. Results

To compile the final ranking, the official ranking metric used was the ICM normalized. Also, the ICM
and the F1-score based on gold labels YES were reported. However, it is worth mentioning that also the
ICM and the ICM normalized were provided in the final ranking.

In the Table 1, the global results obtained by the first three participants and by the last one are shown
along with our submissions. While we do not know the details of other participants’ implementations,
we can notice that there is a relevant gap with our team. Also, the results of our two runs are comparable.
As already stated, our approach is based on the application of prompt engineering using Mistral 7B.
It is worth mentioning that the only difference between our two submissions is in the position of the
tag < 𝑠 > used by Mistral. In the Table 2, we show the results for the English language obtained by
the first three participants and by the last one are shown along with our submissions. In this case, we
notice a greater gap with the last ranked submission. However, our best result is slightly better than
the one obtained for the global ranking. Finally, in the Table 3, the results obtained by the first three
participants and by the last one for the Spanish language are shown along with our submission. In this
case, our approach obtained the worst results compared to the first positions.

1https://pypi.org/project/deep-translator/

https://pypi.org/project/deep-translator/


Table 1
Performance of participant models for the global ranking in the hard setting. Results are sorted according to the
ICM. Our two runs ranked 56 and 57 respectively.

Pos Participant ICM-Hard ICM-Hard Norm F1
1 NYCU-NLP_1.json 0.597 0.800 0.794
2 ABCD Team_1.json 0.596 0.799 0.783
3 CIMAT-CS-NLP_2.json 0.593 0.798 0.790
56 mc-mistral_2.json 0.061 0.531 0.532
57 mc-mistral_1.json -0.009 0.495 0.478
70 The-Three-Musketeers_3.json -0.464 0.266 0.300

Table 2
Performance of participant models for the English language in the hard setting. Results are sorted according to
the ICM. Our two runs ranked 59 and 61 respectively.

Pos Participant ICM-Hard ICM-Hard Norm F1
1 EquityExplorers_2.json 0.618 0.815 0.761
2 EquityExplorers_1.json 0.595 0.804 0.749
3 I2C-UHU_2.json 0.580 0.796 0.763
59 mc-mistral_2.json 0.142 0.572 0.563
61 mc-mistral_1.json 0.076 0.539 0.519
66 shm2024_2.json -0.367 0.313 0.462

Table 3
Performance of participant models for the Spanish language in the hard setting. Results are sorted according to
the ICM. Our two runs ranked 58 and 59 respectively.

Pos Participant ICM-Hard ICM-Hard Norm F1
1 NYCU-NLP_1.json 0.621 0.811 0.824
2 ABCD Team_1.json 0.617 0.808 0.810
3 CIMAT-CS-NLP_2.json 0.610 0.805 0.815
58 mc-mistral_2.json -0.012 0.494 0.507
59 mc-mistral_1.json -0.087 0.456 0.444
66 UniLeon-UniBO_1.json -0.511 0.245 0.607

Unfortunately, it is not easy from our perspective to motivate the actual gap with the best performing
team. It is also worth noticing that our approach is ranked better in the case of the English language.
This result is shown in the Table 2. Compared to the best performing models, our simple approach
exhibits some room for improvements, although it is able to outperform some of the baseline provided.
However, it is worth notice that it required no further pre-training and the computational cost to
address the task is manageable with the free online resources offered by Google Colab. Furthermore,
our approach made use of a quantized version of Mistral 7B available on Hugging Face and referenced
in our code available on GitHub.

6. Conclusion

This paper presents the application of Mistral 7B-model for addressing the Task 1 at EXIST 2024
hosted at CLEF 2024. In our submission, we opted to adopt a few-shot learning strategy, utilizing an
in-domain pre-trained Transformer model without modifications. Through numerous experimental
iterations, we discovered the efficacy of constructing a prompt comprising examples extracted from
the training dataset. Subsequently, we presented few-shot samples alongside a test sample as the
prompt. The model’s objective was to discern whether a sexist content is within a tweet. Undoubtedly,
tackling this task presented considerable challenges, and despite our dedicated efforts, it’s evident
from the analysis of the final ranking that there is still considerable room for improvement. Potential



alternative avenues for exploration include leveraging the zero-shot capabilities of alternative models
such as GPT and T5, expanding the training dataset by incorporating additional data sources, or
implementing a novel approach to integrate domain-specific ontology-based knowledge, departing
from the methodology outlined in our current work. These strategies hold promise for advancing the
effectiveness and robustness of our model in identifying and addressing hallucinations [36]. Additional
enhancements could be achieved through fine-tuning the model and reframing the problem as a distinct
text classification task. Fine-tuning would allow the model to adapt more closely to the specific
characteristics of our dataset and the nuances of the sexism identification task. By approaching the
problem from a different classification perspective, we may uncover alternative feature representations
or model architectures better suited to capturing the subtle distinctions between sexist and not sexist
content. This strategic shift could potentially lead to more refined and accurate predictions, ultimately
improving the overall performance of our system. Furthermore, given the interesting results recently
provided on a plethora of tasks, also other few-shot learning [37, 38, 39, 40] or data augmentation
strategies [41, 42, 43, 44] could be employed to improve the results. Upon reviewing the final ranking,
it becomes apparent that our straightforward approach reveals areas where enhancements could be
made. Nevertheless, it is noteworthy that our method necessitated no additional pre-training and
remained computationally feasible using the resources provided by Google Colab. Furthermore, the
proposed approach enabled us to surpass some baselines established by the task organizers. This
achievement underscores the efficacy and accessibility of our methodology, despite its potential for
further refinement.
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