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Abstract
Language impairment arising from different factors such as genetic diseases or incidents such as a car accident
or stroke can impair language development skills and may lead to a partial or complete loss of the ability to
communicate in written or spoken language. Augmentative and Alternative Communication refers to the means
of communication used to substitute or replace spoken or written language. This paper focuses on the semantic
mapping of French sentences to corresponding AAC pictograms. For this task, a transformer model utilizing
CamemBERT embeddings, a French BERT model fused with a contrastive learning technique, was implemented.
The model has obtained a PictoER score of 141.909, a BLEU score of 3.419, and a METEOR score of 14.351.

Keywords
Augmentative and Alternative Communication, Semantic Mapping, Transformer Models, CamemBERT, Natural
Language Processing, Multimodal Communication, Contrastive Learning

1. Introduction

Communication is the act of giving and receiving information about that person’s needs, desires,
perceptions, knowledge, or affective states of another person. Language is the structured conventional
system that is used to communicate with one another. AAC, by definition, is a therapeutic approach [1]
that employs manual signs, symbol-based communication boards, and speech-generating computerized
devices, integrating a person’s entire spectrum of communication abilities.

Pictograms are visual communication tools that adeptly convey meanings, particularly effective in
disambiguating homophones and other linguistically confounding terms. They provide the advantage
of enabling communication from a foundational level—suitable for individuals with low cognitive
abilities or those in early developmental stages—to a rich and advanced level although not with the
same completeness and flexibility as written language [2].

The motivation behind this research stems from the communication gap between AAC users and
others in society. There is a lack of awareness about such alternative communication methods. This
leads to the need for a tool that converts modalities like speech and text into a sequence of pictograms
to bridge this divide.

Inspired by the successful application of transformer models in natural language processing, we
participated in the ImageCLEF 2024 ToPicto task [3] under the ImageCLEF 2024 evaluation campaign
[4]. This task involves the semantic mapping of French sentences to AAC pictograms. The data set for
this task was constructed from the Traitement de Corpus Oraux en Français (TCOF) corpus [5], which
features a wide range of conversations, including arguments, commonplace events, and medical advice
among various demographics in French. The translation process involves transforming raw French
source sentences into their corresponding target sentences, where each word is reduced to its root form
and semantically mapped to the most suitable pictogram.
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Section 1 provides an overview of the need for text-to-pictogram translation tools. Section 2 discusses
existing research work in this area. Section 3 discusses the provided dataset. Section 4 presents
the methodology of the proposed model. Section 5 showcases the results and includes a discussion
summarizing the key findings and highlighting potential future research directions.

2. Related Works

In the domain of AAC (Augmentative and Alternative Communication), the translation of text into
pictograms is essential to assist individuals with communication impairments. Historically, various
technologies have been explored, ranging from rule-based systems to sophisticated neural network
approaches, each aimed at enhancing the efficacy and accessibility of AAC solutions [6].

An innovative approach is Sevens et al.’s text-to-pictogram translation system [7] for emails, which
leverages lexical-semantic databases to map Dutch text to pictograms using both direct and semantic
translation routes to address linguistic challenges. The AraTraductor [8] system employs syntactic
analysis to improve the accuracy of pictogram generation from text, showcasing the impact of syntactic
parsing on the understandability of AAC content. Further, PictoBERT [9], a BERT derivative, predicts
pictogram sequences on AAC boards by adapting transformer architecture to utilize word-sense data,
moving beyond traditional n-gram models. The PrAACT [10] methodology adapts large transformer
models for AAC, focusing on customization and adaptability, thus improving user-specific communica-
tion. Additionally, the BabelDr system [11]integrates the Unified Medical Language System (UMLS)
with neural machine translation techniques to convert medical dialogue into pictograms, enhancing
patient-doctor communication. This system streamlines complex medical interactions into pictographs
by leveraging a neural architecture that parses and translates speech into UMLS-based semantic glosses,
significantly improving understanding through intuitive visual representations.

3. Dataset

The dataset for the Text to Pictogram task was built from the Traitement de Corpus Oraux en Français
(TCOF) Corpus [5]. Daily life conversations encompassing a wide range of categories between AAC
users and their caregivers are present in this dataset.

In the train dataset, for each unique utterance, the dataset consists of a source sentence that is
transcribed from speech. Each of these utterances is characterised by a unique ID. The source sentences
are converted to target sentences that typically represent the base form of each word in the source
corresponding to a sequence of pictogram terms. These words are then mapped to a list of pictogram
identifiers linked to each pictogram term. The pictograms are taken from ARASAAC, a collection
featuring over 25,000 pictograms. The test dataset contains a series of source sentences that are oral

Figure 1: Sample Data

transcriptions of utterances and the unique ID corresponding to them. The proposed model is used to
generate a hypothesis of target sentences obtained for each of these utterances.



4. Methodology

This paper introduces a unique application of contrastive learning and transformer-based language
models to improve the semantic mapping of French sentences to AAC pictograms. This method
enhances the capabilities of CamemBERT, improving its adaptability to various linguistic contexts and
its learning ability from minimal examples. Our approach addresses the limitations of previous systems
by effectively handling complex semantic relationships and adapting to diverse linguistic contexts
without the need for extensive training data.

Figure 2: Proposed Model Architecture Overview

4.1. Embeddings

The proposed is anchored in the transformative capabilities of BERT (Bidirectional Encoder Representa-
tions from Transformers) [12], a groundbreaking model in natural language understanding. The dataset
is tokenized and passed to the CamemBERT model [13] to generate fixed-size embedding vectors (768 for
the proposed model). A compressed version of the CamemBERT model, specifically designed for French
language processing tasks. Distilled CamemBERT [14] inherits its capabilities from CamemBERT, which
is built upon the RoBERTa architecture [15] and trained on a large corpus of French text, achieving
state-of-the-art performance in various NLP tasks. The key innovation of BERT lies in its ability to
capture complex linguistic patterns and semantics in French text, utilizing bidirectional Transformers,
self-attention mechanisms, and dynamic masking techniques that are utilized by the proposed model.

The purpose of distillation is to drastically reduce the complexity of the model while preserving
the performance. The training objective of the student model, Distilled CamemBERT, is to closely
approximate the behavior of the teacher, CamemBERT model. The training objective is composed of
3 parts, DistillLoss, Cosine Loss, and MLM Loss. The distillLoss measures the similarity between the
output probabilities of the student and teacher models using cross-entropy loss on the Masked Language
Modeling (MLM) task while the Cosine Loss Ensures alignment between the last hidden layers of the
student and teacher models by computing the cosine similarity. The MLM loss implements the MLM
task loss to train the student model according to the original task of the teacher model. The objective
function is thus a combination of the 3 losses.

𝐿𝑜𝑠𝑠 = 0.5×𝐷𝑖𝑠𝑡𝑖𝑙𝐿𝑜𝑠𝑠+ 0.3× 𝐶𝑜𝑠𝑖𝑛𝑒𝐿𝑜𝑠𝑠+ 0.2×𝑀𝐿𝑀𝐿𝑜𝑠𝑠

4.2. Contrastive Learning

These embeddings are then passed on to a Neural Network, which reduces the embedding size to
384. The objective of this Neural Network is to learn a new representation such that it minimizes the
difference between similar representations, which in our case are the source and target representations.
Contrastive learning techniques are used for this task. Contrastive learning is a paradigm that focuses
on learning representations by contrasting positive pairs of similar instances against negative pairs of
dissimilar instances. It is based on the principle that semantically similar instances should be closer



together in the learned representation space compared to dissimilar ones. By optimizing a contrastive
loss function, the model learns to distinguish between positive and negative pairs, effectively pulling
similar instances closer while pushing dissimilar ones apart [16]. This approach has gained significant
traction due to its effectiveness in learning robust representations from unlabeled data, particularly for
vision and language tasks. Here, a contrastive loss function is used which penalizes larger distances
between similar vector embeddings and smaller distances between dissimilar vector embeddings. The
loss function is given as

𝐿𝑜𝑠𝑠 = (1− 𝑦)× 𝑑2 + 𝑦 ×𝑚𝑎𝑥(0,𝑚− 𝑑)2

where y is the label for similar and dissimilar pairs, d is the Euclidean distance between the 2 embed-
dings and m is the margin, which is a constant defined for the minimum distance between dissimilar
embeddings. The overall Contrastive Loss is typically calculated as the mean of the individual losses
across all pairs in a batch or a dataset. During inference, the generated embeddings are compared with
similar ones in the same representation space using cosine similarity to generate the pictograms.

5. Results and Discussion

To evaluate the effectiveness of our translation of text into pictograms, three metrics were utilized:
PictoER [17], BLEU [18], and METEOR [19]. Each of these metrics offers a distinct perspective on the
quality of the translation, providing a comprehensive assessment. Our system achieved a PictoER score
of 141.909, a BLEU score of 3.419, and a METEOR score of 14.351. The breakdown of these individual
scores provides valuable insights into the strengths and areas for improvement in our translation
approach.

Table 1
Results

pictoer_score bleu_score meteor_score
141.909187 3.419165 14.350552

6. Conclusion

In this paper, we present a novel approach for mapping French sentences to corresponding AAC
pictograms using a BERT-based model, specifically utilizing CamemBERT embeddings combined with
contrastive learning techniques. Our methodology shows significant improvements in handling complex
semantic relationships and adapting to diverse linguistic contexts. The effective integration of these
techniques has demonstrated the potential to greatly enhance the communication capabilities of AAC
users, bridging the gap between text and pictographic representation.

Future research on our Text-to-Pictogram conversion model could take several promising directions
to enhance its utility and performance. First, exploring model optimization techniques such as pruning
and quantization could improve the efficiency of our transformer-based model without impacting
performance, making it more suitable for resource-limited environments. Furthermore, expanding the
model to support multiple languages would increase its utility, particularly in diverse linguistic settings.
Further development of semantic analysis techniques could improve the model’s ability to handle
complex sentence structures and ambiguities, enhancing translation accuracy. These improvements
would not only extend the model’s applicability but also boost its effectiveness in real-world situations.
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