
KDE-med-lab at ImageCLEF 2024: Identify data and detect
generative models using CNN by lung segmentation based
on U-net.
Notebook for the KDE-med-lab at CLEF 2024

Tetsuya Asakawa1,*, Kazuki Shimizu2, Kei Nomura2 and Masaki Aono1

1Toyohashi University of Technology, 1-1 Hibarigaoka, Tempaku-cho, Toyohashi, Aichi, Japan, 441-8580
2Toyohashi Heart Center, 21-1 Gobutori, Oyama-cho, Toyohashi, Aichi, Japan, 441-8530

Abstract
CLEF 2024 ImageCLEF Gans Task is an example of the challenging research problem in the field of CT image
analysis. The purpose of this research is to detect the synthetic biomedical image data to determine which real
images were used in training to produce the generated images in the first subtask, and detect generated model in
the second subtask. We propose lung images using segmentation based on U-net. And, we employ fine-tuning
deep neural network model. In addition, the first subtask is using transfer learning at ImageCLEFmed GANS the
training dataset for Task 1 and Task 2. Our submissions (KDE-lab team) on the task test dataset reached accuracy
value of about 50.6% in the first subtask and reached ARI (Adjusted Rand Index) of about 0.226 in the second
subtask.
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1. Introduction

With the spread of various diseases (e.g., tuberculosis (TB), COVID-19, and influenza), medical research
has been performed to develop and implement the necessary treatments for viruses. However, there is
no method currently available to identify such diseases early. An early diagnosis method is needed to
provide the necessary treatment, develop specific medicines, and prevent the deaths of patients.

Accordingly, a significant amount of effort has been invested in medical image analysis research
in recent years. In fact, a task dedicated to TB has been adopted as part of the ImageCLEF evaluation
campaign for the seven last years[1], [2], [3], [4], [5], [6], [7], [8]. In ImageCLEF 2024 the main task [8],
“ImageCLEFmed GANS,” is treated as a computed tomography (CT) report. The goal of task is to detect
the synthetic biomedical image data to determine which real images were used in training to produce
the generated images in the first subtask, and detect generated model in the second subtask.

In this paper, we propose lung images using segmentation based on U-net. And, we employ fine-tuning
deep neural network model by convolutional neural network (CNN) models or Vision Transformer
(ViT). In addition, the first subtask is using transfer learning at ImageCLEF Gans the training dataset
for Task 1 and Task 2.

The new contributions of this paper are the proposition of novel feature building techniques by lung
segmentation based on U-net. In Section 2, we describe the conducted task and the ImageCLEFmed
GANS 2024 dataset. In Section 3, we introduce the image experimental settings, and features used
in this study. In Section 4, we describe the experiments we performed. In Section 5, we provide our
conclusions.
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2. ImageCLEFmed GANS 2024 Dataset

The Gans task of the ImageCLEF 2024 Challenge included partial 2D gray-scale chest CT images[9].
There are two subtasks. We describe as below.

2.1. First subtask-: dentify training data ”fingerprints”

The development dataset comprises data for two different generative models organized as follows:
Model 1 (representing the ground truth for the test dataset of the previous edition) consists of 10k
generated images and 200 images annotated as used/not used for training to generate the images.
Specifically, 100 images were utilized for training, while the remaining 100 were not.

Model 2 consists of 10k generated images and 6k annotated images marked as used/not used for
training to generate the images. Specifically, 3k images were utilized for training, while the remaining3k
were not.

The test dataset has been structured the two subsets of real images have been mixed, with no disclosed
proportion between unused and used ones. This edition, two generative models will be evaluated to
study the similarity between the real and synthetic data, so two sets of generated and real images are
provided as shown in Fig 1(a).

2.2. Second subtask: Detect generative models ”fingerprints”

The training dataset consists of 600 images generated using three different generative models. Each
model is represented by 200 images of size 256x256 and are organized in annotated folders.

This test task involves working with a dataset comprising 3000 computed tomography (CT) slices,
each sized at 256x256 pixels and grayscale. These slices were generated using four distinct generative
models as shown in Fig 1(b).

3. Proposed Method

We propose lung images using segmentation based on U-net. And, we employ fine-tuning deep neural
network model. In addition, the first subtask is using transfer learning at ImageCLEFmed GANS the
training dataset for Task 1 and Task 2. We will detail our proposed system in the following section.

3.1. Lungs image applying mask based on U-net

We noticed that all slices contain relevant information, including bone, space, fat, and skin, in addition
to the lungs that could help classify the samples. We decompressed the files and extracted the mask
only lung based on U-net[10], [11], as shown in Fig 2. In addition, we extracted Lungs image applying
mask.

3.2. Proposed Method the first subtask

3.2.1. Two-stage transfer learning in the first subtask at Baseline

We propose fine-tuning deep neural network model that uses two-stage transfer learning. The first
stage transfer learning uses ImageCLEF Gans training dataset1. The second stage transfer learning
uses ImageCLEF Gans training dataset2. It shows Fig 3. We don’t use Lungs image applying mask in
Baseline. And, We used to a deep neural network models of Densenet 121 as Baseline. In addition, CNN
feature is passed out on ”K-means” processing to predict the two classes of features.
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Figure 1: Overview of ImageCLEFmed GANS 2024 Tasks.
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Figure 2: Lung images using segmentation based on U-net.

3.2.2. Two-stage transfer learning in the first subtask at Propose model

We propose fine-tuning deep neural network model that uses two-stage transfer learning. The first
stage transfer learning uses ImageCLEF Gans training dataset1. The second stage transfer learning
uses ImageCLEF Gans training dataset2. We use Lungs image applying mask using U-net in the Fig 4.
We used to five deep neural network models: Swin Transformer, Densenet 121, Inception-Resnet V2,
EfficientNetB03, and Inception V3. In addition, CNN feature is passed out on ”K-means” processing to
predict the two classes of features.
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Figure 3: Overview of two-stage transfer learning at Baseline.
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Figure 4: Overview of two-stage transfer learning at Proposed model.

3.3. Baseline and Proposed Method the second subtask

We propose fine-tuning deep neural network model. The second subtask is unsupervised learning.
Therefore, we employed K-Means clustering that is the most popular unsupervised learning algorithm
[12]. K-Means clustering is used to find intrinsic groups within the unlabelled dataset and draw
inferences from them.

In Fig 5, it’s shown that Baseline and Proposed model. Fig 5 (a) is Baseline, and Fig 5 (b) is Proposed
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Figure 5: Overview of Baseline and Proposed Method the second subtask.

model. We noted that use Lungs image applying mask using U-net at Fig 5 (b) as Proposed model .
We used to five deep neural network models: Swin Transformer, Densenet 121, Inception-Resnet V2,
EfficientNetB03, and Inception V3, and used to only Densenet 121 as Baseline. In addition, CNN feature
is passed out on ”K-means clustering” processing to predict the four models.

4. Experiments

4.1. Experimental parameters

Here, we have determined the following hyper-parameters: the batch size is 256, the optimization
function is stochastic gradient descent with a learning rate of 0.001 and a momentum of 0.9, and the
number of epochs is 50 using early-stopping. For the implementation, we employed Tensorflow[13] as
our deep learning framework. For the implementation, we employed Tensorflow as our deep learning
framework. These experiments were performed using PyTorch on Ubuntu 20.04. The workstation has
an Intel Xeon 6242RXeon(20core/3.10GHz/TDP:205W) CPU with 16GB of 6 RAM and an NVIDIA RTX
A6000 GPU.

4.2. Submission in the first subtask

Here, Table 1 shows the results of submission. Finally, we employed Densenet 121 as Baseline. And we
employed Swin Transformer, Densenet 121, Inception-Resnet V2, EfficientNetB03, and Inception V3



Table 1
Submission results for the first subtask-Identify training data ”fingerprints”

Test Dataset 1 Test Dataset 2
Model name F1 Accuracy Precision Recall F1 Accuracy Precision Recall F1

Densenet 121 (Baseline) 0.455 0.506 0.509 0.331 0.401 0.497 0.497 0.521 0.509
Swin Transformer+U-net 0.51 0.493 0.495 0.652 0.562 0.502 0.502 0.42 0.457
Inception-Resnet V2+U-net 0.488 0.504 0.504 0.422 0.459 0.527 0.528 0.505 0.516

Inception V3+U-net 0.46 0.468 0.47 0.505 0.487 0.479 0.475 0.398 0.433
Densenet 121+U-net 0.443 0.502 0.503 0.314 0.386 0.49 0.49 0.511 0.5

EfficientNetB03+U-net 0.019 0.5 0.545 0.003 0.005 0.497 0.443 0.017 0.033

Table 2
Submission results for the second subtask-Detect generative models’

Model name Submission Score (ARI)

Densenet 121 (Baseline) 0.0382425658
ResNet18+U-net 0.0138561082

Densenet 121+U-net 0.2263399455
Inception-Resnet V2+U-net 0.1234268768

EfficientNetB03+U-net 0.0452833430
Inception V3+U-net 0.0918183962

applying U-net mask images.
Here, in terms of the score at the total, Swin Transformer+U-net is best score.
We explain the submission score in more detail. In Test Dataset 1 of Accuracy and Precision, and Test

Dataset 2 of Recall, Densenet 121 (Baseline) is best score. In Test Dataset 2 of Accuracy, Precision, and
Recall, Inception-Resnet V2+U-net is best score. Finally, Test Dataset 1 of Precision and Recall, Swin
Transformer+U-net is best score. This is due to the effect of the shifted window-based self-attention in
the Swin transformer, which calculates features of different sizes of regions, from the features of the
entire image to the features of the details.

4.3. Submission in the second subtask

Here, Table 2 shows the results of submission. The evaluation is Score as ARI (Adjusted Rand Index).
Standard clustering methods used Rand Index Finally, we employed Densenet 121 as Baseline. And we
employed ResNet18, Densenet 121, Inception-Resnet V2, EfficientNetB03, and Inception V3 applying
U-net mask images. Here, in terms of the score, Densenet 121+U-net is best score.

5. Conclusions

In this study, we proposed lung images using segmentation based on U-net by real and generated image
from chest CT images.

In addition, we could perform fine-tuning deep neural network model. In addition, the first subtask
is using transfer learning at ImageCLEFmed GANS the training dataset for Task 1 and Task 2.

The experimental results demonstrate that our proposed models out-perform some models in terms
of the accuracy in the first subtask and ARI in the second subtask. Therefore, we believe that using
U-net to pre-process an image is fefective.

In the future, given an arbitrary X-ray, CT, echo, or magnetic resonance imaging image might be
included the optimal weights for the neural networks. Moreover, we hope our proposed model will



encourage further research into the early detection of diseases (such as TB, COVID-19, and influenza)
or unknown diseases.
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