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Abstract
The development of more explainable and general deep learning-based predictive and generative models is of
interest to the medical imaging processing field, largely due to the “black box" and often specialized nature
of current models. This paper describes our participation in the ImageCLEF Caption Prediction and Concept
Detection challenges with a multitasking, multimodal and explainable architecture named VisualT5. VisualT5
couples the embedding power of a frozen pre-trained Vision Transformer (ViT) with the clinical text generation
capabilities of the pre-trained ClinicalT5. Moreover, we propose a modified spatial attention module that weights
our visual encoder features in the token dimension, showcasing the spatial importance of each ViT token and
permitting more interpretability regarding what parts of the image have more impact on the model’s conclusions.
VisualT5-base-clinical as a single multitasking model achieved 0.61 BERTScore and 0.58 F1-score in the caption
prediction and concept detection tasks, respectively, ranking 6/11 in the caption leaderboard and 6/9 in the
concept leaderboard.
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1. Introduction

The success of deep learning for the creation of predictive and generative models is evident [1, 2], with
success both in academic research and recently being integrated into real products such as ChatGPT [3]
and other platform based LLMs [4]. Deep learning models have also been applied to medical imaging
classification and caption generation [5]. However, the translation of such models to real applications in
medicine is lagging behind, due to the complex nature of medical diagnosis and related signal processing.
Some research has raised the potential problems of bias and other factors leading to the unfeasibility of
translation to real clinic of many deep learning based methods [6, 7]. Medical information that leads to
a diagnosis or disease understanding is presented in many modalities, either as different types of images
acquisitions, structured and free text, and even 1D signals such as electrocardiograms. Moreover, the
number of tasks involved in the pipeline of medical processes can’t be summarized into isolated academic
tasks such as direct image classification, segmentation, or caption generation. Finally, explainability of
key factors that led to decision making is paramount in the medical field [8]. This context has led current
research into considering multimodality [9], multitasking [10], and explainability [11] as important
aspects of automated medical imaging processing.

In terms of model architecture, current approaches for medical imaging classification mostly consist of
using CNNs with fully connected layers or the vision transformer model, an state-of-the-art transformer
for image classification [12]. In the context of image to caption generation, three methodologies are
commonly used: encoder-decoder models, where an encoder generates image features which are
decoded into text either by LSTMs of transformers [5]; visual language models, where transformer input
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tokens mix ViT-like image representations with text tokens [13]; and finally CLIP-like approaches, were
image and text embeddings are aligned, and embedding alignment after training is used to perform
various multimodal tasks [14].

In this preliminary work, we explore the multitasking of medical image classification and caption
generation in various modalities of radiological images from two ImageCLEF [15] challenges at the same
time: the medical imaging caption prediction and concept detection challenges [16]. Our participation
in this challenge happens as a first step into exploring multitasking, multimodality and explainability
in medical imaging processing for better generalization and usability in practice. Our proposal involves
an encoder-decoder model marrying strong image representation from pre-trained ViT models together
with pre-trained T5 as a text decoder for caption generation, including innovative uses of spatial
attention to promote visual explainability.

2. Methodology

The proposed VisualT5 is an image-to-text encoder-decoder architecture coupling a vision transformer
with an encoder-decoder T5 text transformer. VisualT5 is trained and evaluated using the ImageCLEF
dataset, ROCOv2.

2.1. Dataset

Radiology Objects in COntext (ROCOv2) [17] is the main dataset used by both ImageCLEF challenges
for caption prediction and concept detection labels. In summary, the authors of the dataset performed a
semi-automatic pipeline to extract valid caption and radiological image pairs from publicly available
medical papers. In this year’s version of the dataset, the training set consists of 70108 radiology images,
with 9972 more for validation and 17237 for testing, with testing labels hidden from the participants.

Concepts classification is multilabel, and the main label used as primary groundtruth in the challenge
uses concepts automatically extracted from captions, represented by 1934 Unified Medical Language
System [18] Concept Unique Identifiers (CUIs). In addition, concepts are reduced into a manually
curated subset containing only modality and body region CUIs for a secondary evaluation.

2.2. Architecture

In VisualT5 (Fig. 1), the frozen pre-trained ViT encoder from MEDSam [19, 21] is used to generate latent
representations. To use their ViT-base [12] architecture, images are bilinearly interpolated to 1024x1024
while keeping the aspect ratio with 0 padding, by using their provided image processing pipeline1. The
resulting embedding with batch size 1 of [1, 4096, 768] reveals a hidden size of 768 and a 16x16 patch
size, given that the sequence length is 4096, the number of 16x16 patches that fit in a 1024x1024 image.
The last hidden state of same shape is used as a latent representation and weighted by a modified spatial
attention mechanism. Instead of using convolutional layers as in Górriz et al. [20]’s 2D spatial attention,
multiple linear layers with bias and LeakyReLU non-linear activations are used in the same fashion
to compress the 768 hidden size into a single channel array of 4096 sigmoid activated values. Given
that each of the 4096 values corresponds to one of the 64x64 patches, these values are used to weight
(multiply) the contribution of each token, i.e, the importance of each region of the input image. These
4096 values can be visualized as a heatmap after a reshaping to 64x64 and bilinear interpolation to
1024x1024. Finally, the weighted latent space is used as visual encoder features for the subsequent
tasks.

For concept detection, the visual encoder features are averaged in the sequence dimension and we
train a projection through a linear layer into 1934 sigmoid activated neurons for multilabel concept
detection, with each output neuron representing a CUI. The corresponding CUI strings are included in
the prediction based on a multilabel activation threshold of 0.5. At the same time, for caption prediction,

1https://huggingface.co/flaviagiammarino/medsam-vit-base
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Figure 1: Overview of our final and best-performing architecture, VisualT5-base-clinical. The Vision Encoder
is frozen with MEDSam’s [19] ViT-base weights. It’s last hidden state is weighted by our implementation of
spatial attention [20] and used as visual encoder features, where both concept detection and caption prediction
is derived. The T5 text decoder is initialized with Clinical T5 weights.

pre-trained ClinicalT5-base [22, 23] is used, including its text encoder, decoder and tokenizer. Note
that the text encoder and decoder are not frozen, and are adjusted by our training. Our visual encoder
features replace the input embeddings of ClinicalT5’s text encoder. We reduce the sequence length from
4096 to 128 using average pooling, due to limited GPU memory. To continue training and promoting
the alignment of our visual encoder features as input embeddings for ClinicalT5, we follow original
T5’s training procedure [24]. Text generation during evaluation consists of the computation of the
visual encoder features once, and a Seq2Seq greedy decoding strategy for text generation with a 128
tokens maximum sequence length. Attempts at using only the ClinicalT5 decoder with visual encoder
features as "encoder outputs" for T5’s encoder-decoder attention resulted in degraded quantitative
performance with little computational efficiency benefits. With the multilabel concept detection and
generated caption prediction being derived from the same visual encoder features, VisualT5 multitasks
both tasks using the same model, and is trained in both tasks simultaneously.

2.3. Implementation Details

For implementation we used the Hugging Face Transformers library, PyTorch [25] and PyTorch Light-
ning [26]. MEDSam’s ViT pre-trained weights were also sourced from Hugging Face1. Note that
acquiring ClinicalT5-base weights for T5-base weight initialization required credentialing and ethical
training through the PhysioNet platform [23]2.

For validation, we employed the evaluation code provided by ImageCLEF organizers, which computes
BERT [27] and ROUGE [28] scores for caption prediction and multilabel F1-scores for concept detection.
BERTScore and F1-score for all provided concepts were the primary metrics used by challenge runners
for ranking. During their test evaluation, they added and reported on additional metrics [16]. Both
tasks are optimized at the same time using a 4090 24 GB GPU, with a batch size of 5, AdamW optimizer
with 1e-5 initial learning rate and 1e-5 weight decay, and training for 100 epochs with an early stopping
patience of 10 epochs since last validation BERTScore improvement.

2https://physionet.org/content/clinical-t5/1.0.0/
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3. Results and Discussion

After early experiments defining some hyperparameters, four main experiments were performed and
submitted to the ImageCLEF evaluation platform for testing. Results from the test phase were only
revealed after the end of the challenge. These experiments aimed to evaluate the impact of the design
variations over the previously described architecture (Tab. 1).

Table 1
Description of the four main experiments submitted to the challenge test phase.

Model Description

VisualT5-small Use a custom, not frozen ViT-small from scratch, and fine-tune the original T5-small
pre-trained language model [24].

VisualT5-small-cls Add a CLS token to ViT-small to derive concept results instead of linear projection of
the average of visual encoder features in the sequence dimension.

VisualT5-base Frozen pre-trained ViT-base from MEDSam [19] and fine-tune the original T5-base
pre-trained language model [24].

VisualT5-base-clinical Frozen pre-trained ViT from MEDSam [19] and fine tune pre-trained ClinicalT5-
base [22].

Since ViT-small is not defined in the original ViT publication [12], we designed it with 512 hidden
size, image size of 256x256, patch size of 16x16, 8 heads and layers, and 1024 MLP dimensions. With
these parameters, ViT-small analyzes 256 tokens (patches), providing full input embedding alignment
with a 256 sequence length T5-small, without the necessity of sequence length compression through
average pooling. VisualT5-small trains the ViT-small visual encoder from scratch, in contrast with
VisualT5-base where the pre-trained ViT is kept frozen due to memory limitations. Experimental results
showcase the variations in performance resulting from these differences in VisualT5 design (Tab. 2).

Table 2
Primarymetrics for caption prediction (BERTScore), andmultilabel concept detection (F1-score) for each proposed
multitasking VisualT5 model variation, with the respective Run IDs for the submissions on the challenge platform.

Run ID Model Validation Test

Caption Concept VisualT5 BERTScore F1-score BERTScore F1-score

274 275 VisualT5-small 0.61 0.52 0.59 0.53
676 679 VisualT5-small-cls 0.61 0.50 0.61 0.53
677 680 VisualT5-base 0.61 0.52 0.37 0.56
678 681 VisualT5-base-clinical 0.61 0.54 0.61 0.58

It is noticeable that caption prediction performance did not change significantly during validation
according to BERTScore. Using a CLS token strategy for concept detection resulted in the worst F1-score
in validation, with the full VisualT5-base-clinical method being the best overall. This also translated
to testing computed by the challenge runners, where the full base models with related pre-trained
weights performed best. Of notice is the apparent lack of generalization to the test set of VisualT5-base,
which used a general T5-base text decoder. This overfitting did not happen when training from the
ClinicalT5-base text decoder weights, suggesting using pre-trained encoders and decoders from the
medical domain is beneficial. In the overall test leaderboard [16], our multitask method placed 6/9 in
concept detection and 6/11 in caption prediction.

In addition to quantitative performance, qualitative evaluation through random visual inspection of
around a hundred test cases reveals that the model can ascertain modality and anatomical information
well in the generated captions and concepts. However, the model is often unable to predict associated
symptoms and diagnostic-related details, which are sometimes present in the target. Those are commonly
related to clinical context or the reason for the examination, information outside of the image scope



(Fig. 2). We believe including more clinical information such as the reason for the image acquisition as
input to these types of methods would lead to improved performance in these tasks.
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Figure 2: Validation samples with target, prediction, and spatial attention from VisualT5-base-clinical.

The proposed spatial attention scheme seems to work well empirically, when rendering the generated
4096 sigmoid weights as heatmaps using the Turbo colormap (Fig 3). The ViT tokens related to
foreground parts of the image are being weighted more than background regions. This type of layer
has the potential to improve the readability of ViT-derived transformers, which are notable for having
difficult to visualize output attentions [29]. Note, however, that there is no specific highlight of the
abnormal region. Our spatial attention seems to converge to a state where most foreground tokens are
“important", with values close to 1. More exploration of this type of module in future work might lead to
improved contrast and more specific indication of abnormality localization on the generated heatmaps.
Possibilities include experimenting with different activations and colormaps for visualization.
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Figure 3: Some selected VisualT5-base-clinical test outputs showcasing the highlight of the most important
tokens by our proposed spatial attention.

4. Conclusion

We proposed VisualT5, an encoder-decoder model based on coupling pre-trained Vision Transformers
with pre-trained T5 transformers. Better performance in multitasking the ImageCLEF Caption Prediction
and Concept Detection tasks was observed when using models pre-trained on the medical domain. The
same multitasking weight placed in the middle of the leaderboard for both tasks in the challenge’s test
phase. Moreover, the proposed modified spatial attention successfully highlighted areas of medical
interest. Future work will experiment with more general promptable visual language models including
prior information outside of the scope of the radiological acquisition, adding more tasks and modalities,
towards a lightweight open-source, multitasking, multimodal, and explainable model.
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