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Abstract

The JOKER-2024 track aims to enhance the automatic processing of humorous wordplay, addressing the
complexities involved in understanding and translating humour. The study comprises three tasks:
humour-aware information retrieval, humour classification by genre and technique, and the translation
of puns from English to French. Utilizing traditional classifiers, the research is tuned to these models on
humour-specific datasets. The baseline approaches for JOKER 2024 track tasks which include TF-IDF for
Task 1, the use embeddings with the help of Word2Vec and the use of Multilayer Perceptron for Task 2,
and the use of Llama-2-7b for task 3. Despite promising initial results in information retrieval, the study
found humour classification and pun translation to be challenging due to cultural and linguistic nuances.
The research highlights the need for more sophisticated models and larger, diverse datasets to improve
accuracy and effectiveness in automatic humour processing.
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1. Introduction

1.1. Introduction and overview

The CLEF JOKER-2024 Track [1] [2] focuses on the automatic processing of humorous wordplay,
requiring cultural reference recognition, word formation knowledge, and double meaning
discernment. This interdisciplinary effort aims to address the challenges in understanding and
translating wordplay for both humans and machine users. For example, "LOL" is an acronym for
"Laugh Out Loud," often used to indicate something is funny in English. On the other hand, "MDR"
is an abbreviation for "Mort de Rire," which translates to "Dying of Laughter"” in French.

The JOKER 2023 track involved three tasks:

e Task 1: Humour-aware information retrieval [3] [4]. The objective is to retrieve humorous
texts from a document collection based on a query, ensuring relevance and wordplay
presence.

CEUR-WS.org/Vol-3740/paper-169.pdf

e Task 2: Humour classification according to genre and technique [5] [6]. The objective is to
classify texts into irony, sarcasm, exaggeration, incongruity-absurdity, self-deprecating,
and wit-surprise.
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e Task 3: Translation of puns from English to French [7] [8]. The objective is to translate
English puns into French, preserving both form and meaning.

The motivation behind this research is to tackle the complexities and nuances involved in
processing and understanding humorous wordplay, which poses significant challenges for both
humans and machines. This involves recognizing cultural references, understanding word
formation, and discerning double meanings, all of which are crucial for accurate humour detection
and translation. By advancing the capabilities of natural language processing (NLP) systems in
these areas, the research aims to improve the automatic retrieval, classification, and translation
of humorous content, thereby enhancing user experiences in various applications, from
entertainment to communication technologies. Additionally, improving cross-cultural
communication and translation, ensuring that humour, which often relies heavily on cultural
context, can be appreciated and understood universally are important research objectives.

The report highlights state-of-the-art works on humour awareness and translation then delves
into the approaches used in this research, followed by an analysis of the results.

1.2 State-of-the-Art Overview

1.2.1. Humour-Aware Information Retrieval

Humour-aware information retrieval is a specialised and quickly expanding field in natural
language processing. Conventional information retrieval algorithms predominantly depend on
matching keywords and assessing semantic similarity to establish relevance. Nevertheless, these
systems frequently encounter difficulties when it comes to processing hilarious content, mostly
because of the intricate nature and subtle nuances of humour. Recent developments in this area
involve the integration of more advanced models, such as transformer-based architectures like
BERT (Bidirectional Encoder Representations from Transformers), which demonstrate
exceptional proficiency in comprehending context and subtleties [9].

During the process of humour retrieval, these models undergo fine-tuning using datasets
specifically designed for humour. This allows them to more effectively capture the fundamental
aspects of wordplay and jokes. TF-IDF, a technique that stands for Term Frequency-Inverse
Document Frequency, is frequently utilised in conjunction with sophisticated embeddings to
improve the model's capacity to effectively identify and prioritise hilarious content. Integrating
conventional methods such as TF-IDF with embeddings derived from models like Word2Vec,
GloVe, and BERT improves the effectiveness of the system [10] [11]. Incorporating external
knowledge bases that contain cultural allusions greatly enhances the model's performance,
allowing it to comprehend and handle the intricacies of humour [12].

1.2.2. Humour Classification According to Genre and Technique

Categorising humour into distinct genres and techniques continues to be a difficult undertaking
because of its subjective nature. Contemporary methods utilise machine learning algorithms,
which encompass a variety of approaches such as traditional classifiers like Random Forests, as
well as more advanced models like Convolutional Neural Networks (CNNs) and Recurrent Neural
Networks (RNNs) [13] [14].

Contemporary approaches utilise transformer models like BERT and RoBERTa, which are trained
on extensive, annotated datasets specifically designed for humour analysis. These models excel
at collecting intricate linguistic patterns and contextual information, which are essential for
differentiating between various forms of humour, such as irony, sarcasm, and wit [15].
Transformer models have shown exceptional efficiency in tasks involving the classification of
humour, thanks to their capacity to handle enormous amounts of data and comprehend
contextual subtleties. The fine-tuning method entails training these models on datasets that are
particularly labelled for various types of humour, allowing them to acquire knowledge of the
nuanced distinctions between different hilarious styles.



Furthermore, the integration of textual and visual data, such as memes, using multimodal
techniques, has demonstrated potential in enhancing the accuracy of classification. These
methods utilise models that are capable of analysing and combining data from many sources,
hence improving the capacity to categorise comedy that depends on both written language and
visual content. For instance, Kiela et al. [16] illustrates how the combination of visual data and
textual analysis can greatly enhance the comprehension and categorization of humour in memes,
which frequently depend on both visual background and verbal punchlines.

1.2.3. Translation of Puns

Translating puns presents a particularly arduous task as it necessitates not just linguistic
translation but also cultural adjustment. Puns frequently depend on the use of wordplay,
homophones, and cultural allusions that are not readily translatable across other languages.
Conventional machine translation methods, which primarily prioritise syntactic and semantic
precision, frequently struggle to maintain the comedy and clever wordplay found in puns.

Current models in this field utilise transformer-based structures such as MarianMT and
OpenNMT. These models are optimised using parallel datasets that consist of puns and their
corresponding translations [17] [18]. These models utilise their advanced ability to learn and
comprehend the intricate and situation-dependent characteristics of puns.

Recent progress has been made in the field by utilising Large Language Models like GPT-3 and
LLaMA. These models are capable of producing translations by comprehending context and subtle
distinctions [19]. These models utilise methods such as controlled creation using precise prompts
and temperature settings to preserve the humour and significance of the pun in the desired
language. Translators can manipulate these settings to exert control over the inventiveness and
diversity of the translations, so safeguarding the whimsical elements of the original text.

Incorporating bilingual dictionaries and cultural allusions can enhance the accuracy and humour
of translations. This method guarantees that the translations faithfully preserves the cultural
context and humour of the original, which is essential for puns that largely depend on these
components. The study conducted by Holtzman et al. investigates the use of controlled text
generation techniques to preserve specific traits, such as humour, in translation [20]. This is
achieved by carefully controlling the process of generating text.

2. Approach
2.1. Data Description
The data for each task is structured as follows:

Task 1: The dataset consists of a JSON file with short texts, training queries, and relevance
judgments.

Task 2: The dataset consists of manually annotated JSON files containing humorous texts
categorized by genre and technique.

Task 3: The dataset consists of a JSON files with English puns and their corresponding French
translations.



2.2. Methodology

2.2.1. Task 1: Humour-aware Information Retrieval

The first task involves preprocessing the data by removing empty entries to avoid processing
issues and tokenizing the text, converting all text to lowercase. Words are tagged to identify
wordplay, and TF-IDF [21] is applied to represent the text and score the documents based on the
presence of humour-related terms and their relevance to the query.

2.2.2. Task 2: Humour Classification

For the second task, the corpus of training data is merged with corresponding genre and
technique classifications. A Random Forest classifier [22] is used initially. The text is tokenized
and vectorised using Word2Vec [23], followed by training and testing the classifier with varying
numbers of estimators. The estimators used were 50, 100, 250, 500,1000, and 2000.

An MLPClassifier [24] is then utilised, experimenting with different alliteration ranges (50, 100,
200, 500, 750, 1000, 1500, 2000, and 3000 neurons) and activation functions (Tanh). Other
models, such as Gaussian Naive Bayes [25], Decision Tree Classifier [26], and LogisticRegression
[27] were also tested, however, showed lower accuracy than MLPClassifier, highlighting the
complexity of humour classification.

2.2.3. Task 3: Translation of Puns

For the third task, a LLM such as Llama-2-7b [28] is used. Each joke is input into the LLM using a
specific prompt format. The temperature is set to 0.7 to balance randomness and coherence.
Unnecessary characters are removed, and outputs are fine-tuned to ensure the preservation of
humour and meaning in the translations. The following prompts were used:

e “You are a translator that outputs in JSON. You always use the following format: \{
'translation': 'joke' \}. You use \" quotes.”

e “Translate the following joke from English into French, ensuring that the humor and
punchline are preserved as much as possible while considering cultural differences and
linguistic nuances. Feel free to adapt the joke as needed to make it work in the target
language.”

3. Results

3.1. Results of Task 1

The TF-IDF scores were utilized to represent the text and score the documents based on the
presence of humour-related terms and their relevance to the query. These scores provided
valuable insights into the importance of specific terms within the context of humour retrieval. By
utilising TF-IDF we were able to effectively identify and rank humorous texts within the document
collection, thus contributing to the success of the information retrieval task

Table 1: Task 1 Retrieval Results Using TF-IDF

R@ reci
ndc R@ R@ R@ R@ R@ R@ R@ R@ 100 bpr p.ra P1
run_id map g 5 10 15 20 30 100 200 500 O ef nk P1 P5 0

AB&DP 0,08 0,24 0,07 0,12 0,15 0,18 0,22 0,32 0,34 0,36 0,36 0,10 0,25 0,13 0,11 0,14
V_task_ 6121 132 282 571 140 620 047 511 296 308 742 289 404 333 555 444
1_TFID 3249 298 920 643 778 479 019 140 085 721 962 031 055 333 555 444
F 8 19 12 31 95 57 72 11 3 18 18 69 55 33 56 44




3.2. Results of Task 2

Despite the efforts, the testing results indicated limited accuracy with different classifiers and
estimators. The below table showcases highest levels of accuracy achieved with different

estimators.

Table 2: Task 2 Classification Results

. weighted weighted weighted weighted
run_id accuracy . .
avg_precision avg_recall avg_f1-score avg_support
AB&DPV _task 2 MLP30 g 0,45 0,48 0,44 722,00
OOparams

AB&DPV_task_2_Rando

mForestClassifier250 0,38 0,38 0,38 0,29 722,00
AB&DPV _task_2_Rando

mPForestClassifier500 0,38 0,36 0,38 0,29 722,00
AB&DPV-%S(}‘-Z-MLPZO 0,37 0,15 0,37 0,21 722,00
AB&DPV—t%Sé‘—Z—MLP% 0,37 0,15 0,37 0,21 722,00
AB&DPV _task 2_Decisi 0,29 0,29 0,29 0,28 722,00

onTreeClassifier

AB&DPV_task_2_Gaussi 0,27 0,29 0,27 0,25 722,00

anNB

MLP Testing with 2000 neurons achieved 33% accuracy, and 3000 neurons achieved 41%
accuracy. A possible further increase could have produced better results, however due to limited

resources this could not be done.

3.3. Results of Task 3

The results were not desirable as Llama-2-7b doesn’t understand humour, so translation is
inaccurate. In quite a few instances there were cases when not the entire pun was translated but
only a few words as shown in below figures 1 and 2. Furthermore, judging if the translations retain
puns could not be judge due to language barriers.



{"run_3id': 'ABEDPV task_3 LLAMAZ TB',
'manual’: @,

'id en": 'en_8",
"text_fr': 'Je te finds guilty,'},

[

Figure 1: EN to FR translation Example 1

{"run_id": 'ABEDPV _task 3 LLAMAZ TB',

'manual’: @,

'id_en': ‘en_72°',

"text_fr': "Did you know que 1'autopsie est une pratique en train de disparaitre 2"},

Figure 2: EN to FR translation Example 2

Section 4. Conclusions

The project encountered several challenges, including the inherent complexity of humour
detection and classification due to cultural and linguistic nuances. The accuracy of classification
models indicates a need for more refined features and larger, more diverse training datasets.
Future work could explore advanced transformer models like GPT-4 for improved understanding
and generation of humour, as well as incorporating more contextual and cultural information to
enhance humour detection and translation.

This project demonstrates the potential and challenges of automatic humour processing in NLP.
While the initial results are promising, particularly in humour-aware information retrieval and
pun translation, further advancements are needed to achieve higher accuracy and better handle
the intricacies of humour across languages and cultures.
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