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Abstract
The SnakeCLEF2024 competition aims to develop an advanced algorithm capable of automatically identifying
snake species from images. Accurate identification of snake species in snakebite cases can assist doctors in
administering targeted antivenom, which is crucial for effective treatment. In this paper, we propose a multibranch
co-training strategy based on Convolutional Neural Networks (CNNs) as the solution. During the training
phase, our method consists of three branches which can be trained end-to-end. The first branch is used for
the classification of all species and generates a gating coefficient. The second branch specifically focuses on
venomous snakes, while the third branch concentrates on harmless species. The gating coefficient determines
which of these branches will be utilized. During the inference phase, we only retain the first branch. Our solution
significantly enhances the model’s ability to distinguish between venomous and harmless snake species and
achieve an accuracy of 69.83% and scored 83.57% on the track1 on the private leaderboard, which is the 1st place
among all participants. The code is available at https://huggingface.co/pengdadaaa/SnakeCLEF2024.
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1. Introduction

The SnakeCLEF2024 [1] competition, co-hosted as part of the LifeCLEF2024 [2] within the CLEF2024
conference and the FGVC11 workshop in conjunction with the CVPR2024 conference, aims to advance
the development of robust algorithms for snake species identification from images. Each year, snakebites
result in an annual mortality of between 81,000 and 138,000 people, and an additional 400,000 victims
suffer from incurable physical and psychological disabilities [3, 4]. Accurate identification of snake
species is crucial for administering the correct antivenom, which can significantly reduce the number
of fatalities and disabilities caused by snakebites. Furthermore, snake species identification can improve
the protection of harmful snakes, reducing the number of snakes killed out of fear. This objective is
profoundly significant for biodiversity conservation and is a crucial aspect of human health preservation.

Compared to SnakeCLEF2023 [5], the test data of SnakeCLEF2024 contains only image information
without metadata, making it more practical but also more challenging for accurate recognition. Unlike
[6], we focus on enhancing the model’s capacity to mine distinguishable features for recognizing
venomous and harmless species and provide an efficient solution. Specifically, we use the first three
stages of the CNN as the basic feature extractor. The fourth stage and a fully connected layer are
considered as experts responsible for making predictions, constructing a model similar to a mixture
of experts. Experimental results show that through end-to-end co-training, our method effectively
improves model performance and achieves significant improvements in multiple metrics.

This paper follows the structure as outlined: We first describe the related work in this field in Section 2.
Then, in Section 3, we analyze the competition data and challenges in detail. In Section 4, we describe
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our method. Section 5 provides detailed experimental details and results. Finally, we summarize this
work briefly.

2. Related Work

The problem of automatic snake recognition has been studied for a long time. Early research was based
on manually designed rules to propose features beneficial for snake classification, intended for use by
computer scientists and herpetologists [7]. A. Amir et al. [8] was the first to use texture-based features
along with various machine learning algorithms for automatic snake recognition. With the development
of deep learning, CNN networks have made tremendous progress in image classification tasks [9, 10, 11].
I. S. Abdurraza et al. [12] successfully developed a CNN-based automatic snake classification algorithm,
achieving high accuracy. During the same period, many other snake recognition algorithms based on
deep learning were also proposed.

The winning method of SnakeCLEF 2021 [13, 14] combined object detection with an EfficientDet-
D1 [15] model, and an EfficientNet-B0 classifier as well as likelihood weighting to fuse image and
location information. The best model reached a macro-averaging F1 score of 90.30%. In SnakeCLEF
2022 [16], one team [17] used YOLOv5 [18] to first detect the specific location of the snake in the
image, and then used a CNN network for classification, while also utilizing metadata to statistically
determine the regional distribution of snake species. They also employed various strategies such as
test-time augmentation and model ensembling. In SnakeCLEF 2023 [19], the winning team [6] used
CLIP [20] to process metadata and leveraged intermediate layer features from CNNs to aid in the final
classification decision. Additionally, they designed a post-processing strategy to determine whether the
snake was venomous. In previous competitions, some teams also used attention-based models such as
MetaFormer [21], ViT [22], and VOLO [23].

3. Competition Description

Understanding datasets and metrics is essential for participating in this competition. Within this section,
we aim to introduce our comprehension of the datasets and provide an overview of the evaluation
metrics employed by the competition organizers.

3.1. Dataset

The organizers provide a dataset, consisting of 103,404 recorded snake observations, supplemented by
182,261 high-resolution images. These observations encompass a diverse range of 1,784 distinct snake
species.

Fine-gained Image This dataset presents a challenging fine-grained image classification task, as
illustrated in Figure 1. Our objective is to accurately identify different species. While these species
share many visual similarities, they exhibit only subtle differences in fine-grained features. Accurately
distinguishing these species demands models capable of identifying subtle yet significant differences.

Long-tailed Distribution It is worth noting that the provided training dataset is in a heavily long-
tailed distribution, as shown in Figure 2. In this distribution, the most frequently encountered species
are represented by 1,891 images. However, the least frequently encountered species is captured by
a mere 3 images, highlighting its exceptional rarity within the dataset. The number of images for
venomous snakes is 32,379, while the number of images for harmless snakes is 135,348, which also
represents an imbalanced distribution.



(b) Ahaetulla_nasuta(a) Ahaetulla_malabarica (c) Ahaetulla_oxyrhynca (d) Ahaetulla_prasina
Figure 1: Examples of images belonging to different species. Different species of snakes have very similar
appearances, making the classification task more challenging.
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Figure 2: Long-tailed distribution of the SnakeCLEF2024 training dataset. The blue color represents venomous
species. The orange color represents harmless species.

3.2. Evaluation Metric

To motivate research in recognition scenarios with uneven costs for different errors, such as mistaking
a venomous snake for a harmless one, this competition will again go beyond the 0-1 loss common in
classification. This year’s competition incorporates a evaluation metric, denoted as “track1” on the
leaderboard. This metric combines the F1-Score with an assessment of the confusion errors related to
venomous species. It is calculated as a weighted average, incorporating both the macro F1-score and
the weighted accuracy of various types of confusions:

𝑀 =
𝑤1𝐹1 + 𝑤2 (100− 𝑃1) + 𝑤3 (100− 𝑃2) + 𝑤4 (100− 𝑃3) + 𝑤5 (100− 𝑃4)∑︀5

𝑖 𝑤𝑖

, (1)

where 𝑤1 = 1.0, 𝑤2 = 1.0, 𝑤3 = 2.0, 𝑤4 = 5.0, 𝑤5 = 2.0 are the weights of individual terms. The
metric incorporates several percentages, namely 𝐹1 representing the macro F1-score, 𝑃1 denoting the
percentage of harmless species misclassified as another harmless species, 𝑃2 indicating the percentage
of harmless species misclassified as a venomous species, 𝑃3 reflecting the percentage of venomous
species misclassified as another harmless species, and 𝑃4 representing the percentage of venomous
species misclassified as another venomous species.

3.3. Challenges of the Competition

Past iterations of this competition have witnessed remarkable accomplishments by deep learning
models [13, 14, 24, 16, 25, 26, 27]. To achieve a better solution, we summarize the competition challenges
this year based on the above analysis:



• Fine-grained image recognition: The field of fine-grained image analysis [28, 29, 30] has long
posed a challenging problem within the FGVC workshop, meriting further investigation and study.
This year’s competition lacks available metadata for the test images, increasing the requirements
for understanding subtle image features and making the task more challenging.

• Long-tailed distribution: This dataset has a heavily long-tail distribution. The imbalance of data
in the tail class leads to insufficient generalization ability of models in these categories, making it
difficult for models to effectively learn and recognize tail class instances.

• Identification of venomous and harmless species: The distinction between venomous and harmless
snake species is meaningful, as venomous snake bites lead to a large number of deaths each year.

• Limited computational resources: We need to process approximately 10,000 images within one
hour on a server with an Nvidia T4, small 4vCPU, 15GB RAM, and 16GB VRAM.

4. Method

In this section, we provide a detailed description of our method.

4.1. Data Preprocessing

Data preprocessing plays a crucial role in machine learning, as it not only influences the final perfor-
mance but also affects the feasibility of problem resolution. Upon obtaining the dataset provided by
the competition organizers, we encountered several issues. For instance, certain images listed in the
metadata CSV file were nonexistent in the corresponding image folders. To address this, we generated
a new CSV file by eliminating the affected rows from the original file.

Data augmentation plays a vital role in image classification tasks by expanding the scale and diversity
of training data through a series of algorithms and techniques, effectively addressing the issue of
overfitting. By applying a variety of image transformation operations, data augmentation significantly
enhances the diversity of datasets, enabling models to learn more robust and comprehensive feature
representations. In our method, we leverage fundamental image augmentation methods from Albumen-
tations [31], including RandomResizedCrop, Transpose, HorizontalFlip, VerticalFlip, ShiftScaleRotate,
RandomBrightnessContrast, PiecewiseAffine, HueSaturationValue, OpticalDistortion, ElasticTransform,
Cutout, and GridDistortion. Furthermore, we incorporate data mixing augmentation techniques such as
CutMix [32] and TokenMix [33] during the competition. These methods provide strong regularization
to models by softening both images and labels, thus preventing model overfitting on the training
dataset. During the inference stage, we also employ Test-Time Augmentation (TTA) by applying various
augmentation methods to each input image, generating multiple augmented versions. These augmented
images are then individually processed by the model to obtain multiple sets of predictions. Finally,
these predictions are averaged to produce the final prediction.

4.2. Model

Throughout the competition, we explored various models, incorporating both classical and state-of-
the-art architectures such as Convolutional Neural Networks and Vision Transformers. The models
employed during the competition included ConvNeXt [34], ConvNeXt-v2 [35], and EVA-02 [36]. The
implementation of these models was facilitated by the use of the timm library [37]. Considering the
limitations on model parameters and the need for robust model representation capabilities, we selected
ConvNeXt [34] or ConvNeXt-v2 [35] as the backbone architectures for our final method.

However, relying solely on the visual backbone and training it with the classical classification strategy
is insufficient for effectively addressing the task at hand. To make the model focus on distinguishable
features that can differentiate between venomous and harmless species, we propose a multibranch
co-training method as our final submission. The model architecture is illustrated in Figure 3. Inspired
by [38, 39, 40], our method primarily involves three branches, which are processed sequentially from
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Figure 3: The architecture of our model take ConvNeXt [34] as the backbone, and consist of three branch which
share weights with the first three stages. “GAP” is short for global average pooling and “GMP” is short for global
max pooling.

top to bottom as shown in Figure 3. Each branch uses the same residual network structure and shares
weights for the first three stages.

Given an image 𝐼 , we obtain feature maps from the first three stages and from the fourth stage,
denoted as 𝑋3 and 𝑋4 respectively, after processing it through the first branch. The feature map from
the fourth stage(𝑋4) undergoes global average pooling and is passed through a classification head to
obtain 𝑙𝑜𝑔𝑖𝑡𝑠1. Additionally, we concatenate the features obtained from global max pooling of 𝑋3 and
𝑋4, and pass them through a fully connected layer and sigmoid function to obtain 𝛼, which acts as a
gating coefficient to select between the 2nd and 3rd branches.In our method, the 1st branch, serving as
the primary branch, can identify all snake species and generate the gating coefficient 𝛼.

The 2nd branch focuses on venomous species (venomous branch), while the 3rd branch focuses on
harmless species (harmless branch). To make these branches concentrate on their respective tasks,
we use binary masks generated from the coarse labels (venomous or harmless) to stop the gradient.
We combine the outputs of the 2nd and 4rd branches according to the gating coefficient 𝛼 to obtain
𝑙𝑜𝑔𝑖𝑡𝑠2, and by summing 𝑙𝑜𝑔𝑖𝑡𝑠1 and 𝑙𝑜𝑔𝑖𝑡𝑠2, we can directly derive 𝑙𝑜𝑔𝑖𝑡𝑠3. All three obtained logits
are utilized during the training phase. However, in the inference phase, we select only one of them,
which is then passed through the softmax(·) function to produce the predicted probability for an input
image (refer to the Table 3 for specific selection).

4.3. Optimization Procedure

For the classification, the most widely adopted Cross-Entropy(CE) Loss can be written as:

𝐿𝑐𝑒(z) = −
𝐶∑︁
𝑖=1

𝑦𝑖 log(𝜎𝑖), with 𝜎𝑖 =
𝑒𝑧𝑖∑︀𝐶
𝑗=1 𝑒

𝑧𝑗
, (2)

where z = [𝑧1, 𝑧2, . . . , 𝑧𝐶 ] and 𝜎 = [𝜎1, 𝜎2, . . . , 𝜎𝐶 ] are the predicted logits and probabilities of the
classifier, respectively. And 𝑦𝑖 ∈ {0, 1}, 1 ≤ 𝑖 ≤ 𝐶 is the one-hot ground truth label. However, the
classifier trained by the widely applied CE Loss is highly biased on long-tailed datasets, resulting in



much lower accuracy of tail classes than head classes. To tackle this challenge, we extensively explored
various techniques implemented in [41, 42, 43]. In our final submission, we incorporated the seesaw
loss [44] as a key component. The seesaw loss formulation can be expressed as follows:

𝐿seesaw (z) = −
𝐶∑︁
𝑖=1

𝑦𝑖 log (̂︀𝜎𝑖) , with ̂︀𝜎𝑖 = 𝑒𝑧𝑖∑︀𝐶
𝑗 ̸=𝑖 𝒮𝑖𝑗𝑒𝑧𝑗 + 𝑒𝑧𝑖

. (3)

The hyper-parameters 𝒮𝑖𝑗 are carefully set based on the distribution characteristics inherent in the
dataset. As shown in Figure 3, for a input image processed by the model, we obtain 3 predicted logits.
For each predicted logits, we calculate the loss using either CE loss or Seesaw loss (refer to the Table 3
for specific configurations). The final loss is:

𝐿 =
𝐿1(𝑙𝑜𝑔𝑖𝑡𝑠1) + 𝐿2(𝑙𝑜𝑔𝑖𝑡𝑠2) + 𝐿3(𝑙𝑜𝑔𝑖𝑡𝑠3)

3
. (4)

In addition to the choice of loss functions, the selection of an optimizer and an appropriate learning
rate decay strategy are important in the training of our models. For optimization, we adopt the
AdamW optimizer [45]. To enhance convergence speed and overall performance, we implement cosine
learning rate decay [46] coupled with warmup techniques during the training process. These strategies
collectively facilitate more effective and efficient model convergence.

5. Experiments

In this section, we will introduce our implementation details and main results.

5.1. Experiment Settings

The proposed method was developed using the PyTorch framework [47]. All the pretrained weights used
in our experiments come from the timm library [37]. Fine-tuning of these models was conducted across
four Nvidia RTX 3090 GPUs. The total number of training epochs was set to 15, with the first epoch
dedicated to warm-up. To optimize the model parameters, we utilized the AdamW optimizer [45] in
conjunction with a cosine learning rate scheduler [46]. During inference on the test dataset, considering
that an observation may consist of multiple images, we average the predicted probabilities from different
images of the same ID to obtain the final prediction for each observation.

5.2. Main Results

In this section, we present our primary experiment results. Unless otherwise specified, the model is
trained by using Seesaw loss and performs inference in float32. First, we present some basic experimental
results. Table 1 and Table 2 respectively show the results of different backbones on the validation set
or the public leaderboard. Based on our experimental results and the experiences of past winners, we
chose the ConvNeXt series models [34, 35] as our backbone and used a resolution of 512×512.

After selecting the basic backbone, we conducted experiments using the multibranch co-training
strategy proposed in the Section 4. We used 𝑙𝑜𝑔𝑖𝑡𝑠1 and 𝑙𝑜𝑔𝑖𝑡𝑠3 with softmax(·) to obtain final
prediction results respectively. The experimental results are shown in Table 3. Based on the experimental
results, we use 𝑙𝑜𝑔𝑖𝑡𝑠1 for the final prediction and directly drop the last three branches during the
inference stage to reduce computational overhead. Multiple evaluation metrics indicate that our solution
can effectively improve model performance.

We ensemble the two best-performing models from Table 3, using the average of the output prob-
abilities from the two models as the final submission result. Considering the limited computational
resources, we use half-precision (float16) during inference. The ensembled result achieved first place on
both the public leaderboard and the private leaderboard.



Table 1
Results on the validation set without multibranch co-training.

Backbone Resoulution
Validation Metrics

Comments
track1 acc F1

ConvNeXt-L [34] 512×512 88.53 76.65 62.72 cutmix+tta2
EVA-02-L [36] 336×336 84.62 68.47 54.68 cutmix+tta2
EVA-02-L [36] 336×336 86.15 72.44 59.26 tokenmix+tta2

Table 2
Results on public leaderboard without multibranch co-training.

Backbone Resoulution
Public Test Metrics

Comments
track1 acc F1

ConvNeXt-v2-B [35] 512×512 79.42 64.31 29.65 cutmix+tta3
ConvNeXt-v2-B [35] 512×512 80.98 66.00 29.45 cutmix+tta3
EfficientNet-B5 [48] 512×512 79.70 65.05 31.84 cutmix+tta3

ConvNeXt-L [34] 512×512 81.06 67.11 34.11 cutmix+tta3
EVA-02-L [36] 336×336 79.65 64.83 32.40 tokenmix+tta3

Table 3
Results on public leaderboard with multibranch co-training.

Backbone Resoulution
loss

Public Test Metrics
Comments𝑙𝑜𝑔𝑖𝑡𝑠1 𝑙𝑜𝑔𝑖𝑡𝑠3

𝐿1 𝐿2 𝐿3 track1 acc F1 track1 acc F1

ConvNeXt-L [34] 512×512 seesaw CE CE 84.45 70.64 39.19 80.04 68.06 36.79 cutmix+tta2
ConvNeXt-v2-B [35] 512×512 seesaw CE CE 83.17 68.58 37.62 - - - cutmix+tta2
ConvNeXt-v2-B [35] 512×512 seesaw seesaw seesaw 84.07 69.98 39.66 80.03 67.99 36.54 cutmix+tta2

ensemble 512×512 - - - 85.63 43.66 72.04 - - - float16+tta2

6. Further Discussion

Here, we briefly discuss our method. Our primary motivation is to enhance the model’s ability to
distinguish between venomous and harmless snake species. Building on this motivation, in addition to
classifying all snake species (a total of 1784), our method also indirectly addresses a binary classification
problem. The mask in our method serves as the supervisory information for this binary classification
task. Specifically, when a venomous image is input, optimizing 𝑙𝑜𝑔𝑖𝑡𝑠2 using CE loss or Seesaw loss
will increase 𝛼 (for a harmless image, it increases 1− 𝛼). By generating 𝛼 with GMP and introducing
the binary classification supervisory information, we actually apply a constraint to the parameters
of the first branch, ensuring that the maximum activation value is directly associated with being
venomous or harmless. We guess that this constraint enables the network to effectively mine the feature
representation indicative of venomousness, leading to the improvement of performance. We did not
explore the method in greater depth to demonstrate its interpretability. However, we believe that further
exploration into fully utilizing the binary classification supervisory information is worthwhile.

7. Conclusion

This paper focused on addressing the snake classification problem. In our solution, we used the
GMP operation and a fully connected layer to generate the gating coefficient 𝛼, which determines
the maximum activation value of the feature map associated with whether a snake is venomous and
trained three branches end-to-end. Our multibranch co-training strategy has demonstrated significant
effectiveness in this competition, achieving a track1 score of 83.57% on the private leaderboard.
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