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Abstract

Despite different countries and social platform regulations, digital abusive speech persists as a significant challenge.
One of the way to tackle abusive, or more specifically, toxic language can be automatic text detoxification—a
text style transfer task (TST) of changing register of text from toxic to more non-toxic. Thus, in this shared task,
we aim to obtain text detoxification models for 9 languages: English, Spanish, German, Chinese, Arabic, Hindi,
Ukrainian, Russian, and Amharic. This paper presents the Multilingual Text Detoxification (TextDetox) task, the
underlying datasets, the evaluation setups, the submissions from participants, and the results obtained.
Warning: This paper contains rude texts that only serve as illustrative examples.
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1. Introduction

The issue of managing toxic speech remains a crucial aspect of human communication and digital
violence prevention [1], including the mitigation of toxic responses generated by Large Language
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Models (LLMs) [2]. The typical approach to dealing with abusive speech on social platforms involves
message blocking [3]. To address this, numerous toxic and hate speech detection models have been
developed for different languages, i.e. English [4], Spanish [5], Amharic [6], Code-Mixed Hindi [7], and
many others [8]. However, the recent research indicates a necessity for more proactive moderation of
abusive speech [9]. One such approach is text detoxification.

Within the baselines approaches for automatic text detoxification, multiple unsupervised baselines
were created based on ideas of Delete-Retrieve-Generate [10], latent style spaces disentanglement [11],
or conditional generation with Masked Language Modeling [12]. However, the latest state-of-the-art
outcomes, particularly in English, were attained when parallel data and fine-tuning with text-to-text
generation models were employed [13, 14]. At the same time, the availability of such a corpus can be a
challenge for new languages and cross-lingual transfer techniques should be applied [15].

Toxic Input Detoxified Output
What a f**k is this about? What is this about?
A H**peHa Tbl 3gecb 37O Nucan? A 3a4em Tbl 30ecb 31O Nucan?
Ta H**yIn TM MeHi BNaB, CKOTUHA TV Taka))) Ta HaBiWwo T MeHi noTpibeH

Was fiir ein besch**senes Jahr #1& %! Was fiir ein schlechtes Jahr.

k\

Este pais se va a la m**rda Cosas van muy mal en este pais

L) 5 a5l | sy Jul | s 45 iy | el Q] ) 515

RrT $AA NHU O ALTUT 998 RALANT AYT M AD RELAUP NHU 0P RITY 998+ AALATP
EME, 4MEIT ! R, T !
AACTE NG AT ? AAMSNGU AT E ?

Figure 1: In this work, we present a novel benchmark datasets for multilingual and cross-lingual text
detoxification for 9 languages: English, Spanish, German, Chinese, Arabic, Hindi, Ukrainian, Russian,
and Ambharic.

In this shared task, we explored both setups—cross-lingual and multilingual one—providing new
multilingual parallel text detoxification dataset for 9 languages [16]. The remainder of this paper is
structured as follows. Section 2 gives an overview of the TextDetox shared task description. Section 3
provides the full overview of the new multilingual parallel text detoxification dataset collection per
each language. In the following sections, the evaluation setups essentials are described—baselines
in Section 4, automatic evaluation setup in Section 5, and human evaluation setup in Section 6. The
submissions from participants are described in Section 7. Section 8 provides the details about final
results—both automatic (Section 8.1) and human (Section 8.2) evaluation leaderboards. Finally, Section 9
concludes the paper.

All the resources produced from the task are listed at the shared task page ! and are also mentioned
in the corresponding sections.

2. Shared Task Description

Here, we provide the shared task main definitions—how we understand toxicity, text style transfer task,
cross-lingual and multilingual setup, and the competition rules.

'https://pan.webis.de/clef24/pan24-web/text-detoxification.html
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2.1. Task Definition

Definition of Toxicity While there can be different types of toxic language in conversations [17, 18],
i.e. sarcasm, hate speech, threats, in this work, we include samples with substrings that are commonly
referred to as vulgar or profane language [19, 13] while the whole main message can be both neutral
and toxic, but not hateful with direct insult of individuals or groups of people.

Text Detoxification as Text Style Transfer In this work, we adapt the formal task definition of the
text style transfer described in [20, 21, 13]:

Having a set of style S and a corpus of texts D, a text style transfer (TST) model is a function
a: S x S x D — D that, given a source style s°"¢, a target style s'%, and an input text d*"¢,
produces an output text d9 such that:

« The style of the text changes from the source style s°" to the target style s*Y and is measured by
a style classifier: o(d*™¢) # o(d'9), o(d"9) = s'9;

+ The content of the source text is saved in the target text as much as required for the task and
estimated by a content similarity function: 6(d*¢, d*9) > t%;

« The fluency of the target text achieves the required level according to the fluency estimator:
P(d) > 1Y,

where t9 and t¥ are the threshold values for the content preservation (§) and fluency (1) functions
and can be adjusted to the specific task. In our task, the source style s°"¢ is toxic and the target style
5% is non-toxic.

Cross-lingual Text Detoxification As parallel text detoxification corpora might not be available
for any language, one of the important tasks is to explore cross-lingual text detoxification knowledge
transfer. In this case, we assume that training data is available for the resource-rich language (i.e.
English) and the task is to obtain a text detoxification system for a new language.

Multilingual Text Detoxification If parallel corpora available for multiple language, then both
monolingual text detoxification models per language and multilingual model for all languages can be
obtained.

2.2. Competition Rules

The share task timeline was divided in to two phases—development and test.

Development Phase For the first phase, only training parallel data for English and Russian from
previous works [13, 22] aiming to provide participants to explore cross-lingual transfer techniques.

Test Phase During the test phase, parallel text detoxification corpora were available for all target
languages. Participants was invited to submit monolingual and multilingual solutions.

Leaderboards During both phases, the leaderboards based on automatic evaluation were available.
We used Codalab platform [23]? (and TIRA [24] as a backup platform). However, despite having powerful
models capable of classifying texts and embedding their meanings, human judgment remains superior
for making final decisions in the text detoxification task [25]. Thus, based on a test part subset, we
performed human evaluation of the participants submissions. The final leaderboard was based on
the human judgements results.

*https://codalab.lisn.upsaclay.fr/competitions/18243
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3. Multilingual Parallel Text Detoxification Dataset

For each of our 9 target languages, we prepared parallel text detoxification corpus. We asked experts
and native speakers to contribute for corpora collection. Further, we describe the collection details
per each language: English (Section 3.1), Russian (Section 3.2), Ukrainian (Section 3.3), Spanish (Sec-
tion 3.4), German (Section 3.5), Hindi (Section 3.6), Amharic (Section 3.7), Arabic (Section 3.8), Chinese
(Section 3.9). All the instructions per language are available online.” We also opensource the obtained
resources for the public usage.*

For all the data, we adapt the concept of English ParaDetox [26] collection pipeline as it was designed
to automate the data collection as well as verification with crowdsourcing. The pipeline consists of
three tasks:

Task 1: Rewrite text in a polite way Annotators need to provide the detoxified paraphrase of the
text so it becomes non-toxic and the main content is saved or to skip paraphrasing if the text is
not possible to rewrite in non-toxic way;

Task 2: Do these sentences mean the same? Check if the content is indeed the same between the
original toxic text and its potential non-toxic paraphrase;

Task 3: Is this text offensive? Verification of the provided paraphrase if it is indeed non-toxic.

In the same manner, each language stakeholder asked the annotators to rewrite the toxic samples
verifying the main three criteria: (i) the new paraphrase should be non-toxic; (ii) the content should be
saved as much as possible; (iii) the resulted text should be fluent but may contain some minor mistakes
(as the majority of the original toxic samples are examples from posts from social networks). The
rewriting of the texts and verification of their quality could have been done either via crowdsourcing or
via manual annotation. The main goal for each language was to obtain 1000 parallel pairs that were
later splitted into dev and test sets.

Data Preprocessing For all languages, we maintain the length of samples as sentences of around
5-20 tokens. Also, if a text sample is from a social network, we anonymize any mentioning of usernames
and links.

3.1. English

For English, we reused the data from English ParaDetox dataset [13] and additionally manually marked
up approximately 400 pairs to form a validation dataset of 1000 examples.

3.1.1. Input Data Preparation

For EnParaDetox, the original toxic texts were taken from Jigsaw toxicity identification challenge train
dataset [27]. We have considered only texts labeled as toxic and severe toxic.

3.1.2. Annotation Process

The training and validation sets of EnParaDetox were acquired through crowdsourcing via Toloka®
platform with fluent English speakers. Additionally, we employed annotators who are fluent in English
and hold a Masters degree in Computer Science to compile additional samples to the test set.

3https:/ /github.com/textdetox/textdetox_clef 2024/tree/main/instructions/paradetox_collection
*https://huggingface.co/textdetox
*https://toloka.ai
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3.2. Russian

The same as for English, there were previously available training and validation data from previous
work [22, 28]. We reused this data and manually annotated some additional toxic examples taken from
various toxicity datasets.

Input Toxicity Data The original toxic samples were taken from two binary toxicity classification
Kaggle Toxic Comments datasets [29, 30].

3.2.1. Annotation Process

The training and validation sets of RuParaDetox were acquired through crowdsourcing via Toloka
platform with fluent Russian speakers. Additionally, we employed annotators who are native in Russian
and hold a Masters degree in Computer Science to compile additional samples to the test set.

3.3. Ukrainian

We used the data presented in MultiParaDetox paper [28] providing the main details of data collection:
Input Toxicity Data For the Ukrainian language, there was no existing binary toxicity classification
corpus. Therefore, we filtered explicitly toxic samples containing obscene lexicon from the predefined
list [31] within the Ukrainian Tweets Corpus [32].

3.3.1. Annotation Process

We adapt ParaDetox [26] collection pipeline and verified the data quality via crowdsourcing. We utilized
the Toloka platform for crowdsourcing tasks in Ukrainian. The annotators, who were native Ukrainian
speakers, underwent an examination before starting the tasks.

3.4. Spanish

We used the data presented in MultiParaDetox paper [28] providing the main details of data collection:
Input Toxicity Data For Spanish, we selected samples for annotation from three datasets: hate
speech detection ones [33, 34] as well as filtered by keywords Spanish Tweets corpus [35].

3.4.1. Annotation Process

We adapt ParaDetox [26] collection pipeline and verified the data quality via crowdsourcing. We utilized
the Toloka platform for crowdsourcing tasks in Ukrainian. The annotators, who were native Spanish
speakers, underwent an examination before starting the tasks.

3.5. German

German ParaDetox was collected with several annotators with manual quality verification:

3.5.1. Input Data Preparation

The German language source data in this work is based on three datasets containing toxic, offensive, or
hate speech comments on social media about primarily political events in Germany or the US. For the
two datasets from the GermEval 2018 [36] and GermEval 2021 [37] shared tasks, we used data from
both the test and the train split and filtered it as follows. For the GermEval 2018 data, we only used
samples labeled with the coarse class “OFFENSE” whereas for the GermEval 2021 data — which contains
different labels — we only used samples annotated with the “Sub1_Toxic” class. The third dataset [38]



was filtered so only samples were kept where both expert annotators classified the samples as hate
speech.

The data from the three datasets was merged and deduplicated via exact string matching. Furthermore,
we removed all samples that included less than 5 or more than 30 white-space separated tokens.

3.5.2. Annotation Process

To create the final parallel detoxified German dataset, we hired two native German annotators. Annotator
A is a female born in 1994 who holds a Master of Arts degree in Social Sciences, and Annotator B is a
male born in 1992 who holds a Master of Science degree in Computer Science. The data was distributed
so that each sample was transcribed by only one of the annotators.

3.6. Hindi

Hindi dataset was collected manually by a native-speaker annotator gaining data from multiple sources:

3.6.1. Input Data Preparation

Input Toxicity Data We used the HASOC dataset created at FIRE 2019 [39] as source for Hindi
language. Contents in this dataset are relevant within Indian subcontinent which are collected from
various social media platforms prevalent in India. In this dataset, hostile posts are divided into HATE
SPEECH, OFFENSIVE and PROFANE. For curation, posts containing OFFENSIVE and PROFANE contents
in train and test splits were used. 1455 PROFANE posts (1237 train + 218 test) and 873 OFFENSIVE posts
(676 train + 197 test) were chosen to prepare detoxifiable toxic data for our task.

Input Preprocessing On a total of 2328 samples, we first performed deduplication via exact string
matching. Mentions, links and emojis were also removed as part of this step.

3.6.2. Annotation Process

Annotation Task(s) The posts after input preprocessing were manually verified. Those with less than
5 white-space separated tokens were removed and which had more than 25 white-space separated tokens
were re-framed to bring them down to this limit. Toxicity and meaning of the posts were unchanged
during this re-framing. These posts were then bifurcated into detoxifiable and non-detoxifiable labels.
The manual re-framing and bifurcation were carried by a NLP researcher with working experience on
hate/toxic speech.

Out of 2328 samples, 1007 samples were marked as detoxifiable. From these detoxifiable samples,
we carefully sampled 24 data points and detoxified them. These detoxified samples were evaluated by
two experts who are native Hindi language speakers to provide precise samples to the annotators for
detoxifying the whole dataset. Annotators were guided based on expert prepared samples and were
asked to re-write toxic pairs in a non-toxic manner, keeping the meaning of the original post unchanged.
Detoxification was carried out by two annotators and we provide their details in the corresponding
subsection.

Annotators One male NLP researcher working in the field of hate/toxic speech and another female
student enrolled in Bachelor’s Degree and having working knowledge in Machine Learning, were
employed to carry out the detoxification of whole dataset. Both annotators are Indian, native Hindi
speakers and are well versed with the topicality covered in the dataset.

3.7. Amharic

We compiled new Amharic ParaDetox datasets with the following annotation details, based on prior
studies of hate and offensive language:



3.7.1. Input Data Preparation

The Ambharic ParaDetox dataset is derived from merging two pre-existing studies conducted on the
X/Twitter datasets [6, 40]. The dataset introduced by Ayele et al. [40] was initially annotated into
categories of hate, offensive, normal, and unsure by three native speaker annotators, with the gold labels
determined through a majority voting scheme. In contrast, the dataset presented by Ayele et al. [6]
was annotated by two native speakers, with a third adjudicator annotator deciding the gold labels for
instances where there was no majority consensus. We extracted a subset of these datasets labeled as
offensive to create the new Amharic ParaDetox dataset and subsequently reworked this subset using
new annotators to determine if the messages could be detoxified and to present non-toxic versions of
each message.

Input Toxicity Data The input toxicity data is entirely sourced from the two previous studies, namely
Ayele et al. [6] and Ayele et al. [40], and has been adapted to meet the requirements of the ParaDetox
task.

3.7.2. Annotation Process

Annotation Task(s) We customized the Potato-POrtable Text Annotation TOol® and utilized it for
the annotation of Amharic ParaDetox dataset. Annotators were provided annotation guidelines, took
hands-on practical training, completed independent training tasks before the main annotation task.

We conducted pilot annotation of 125 sample items with three native Amharic speaker annotators
and evaluated the annotation quality with experts and annotators together in a group meeting to
improve the understandings of annotators for the main task. The main annotation task comprises of
2,995 tweets, each annotated by one annotator. Annotators were asked to classify each tweet in to two
broad categories, detoxifiable and non-detoxifiable. For the detoxifiable category, annotators are asked
to detoxify and re-write the text. For non-detoxifiable tweets, annotators choose non-detoxifiable and
select reason as; it is hate speech, it is normal speech or indeterminate to decide the label.

Annotators Annotators have previous hate speech annotation experiences and already holds Masters
degree in Computer Science. Only two of the annotators were evolved in the main annotation task,
where both of them are university lecturers and have basic knowledge of natural language processing
tasks. One of the annotators is from Adama Scinece and Technology University with experience of
15 years of teaching Computer Science, who is female. The other annotator is a male, who has been
teaching Computer science over 12 years in Kotebe University of Education.

3.8. Arabic

Arabic ParaDetox was collected with several annotators with manual quality verification:

3.8.1. Input Data Preparation

The Arabic ParaDetox dataset was created by combining parts of several existing datasets along with the
Arabic-translated version of the Jigsaw dataset [27]. It includes the Levantine Twitter Dataset for Hate
Speech and Abusive Language (L-HSAB) [41], which focuses on Levantine dialects, and the Tunisian
Hate and Abusive Speech (T-HSAB) dataset [42], which targets Tunisian dialects. It also incorporates the
OSACT dataset [43] and the Arabic Levantine Twitter Dataset for Misogynistic Language (LeT-Mi) [44],
which specifically addresses gender-based abuse. These resources combine to form the Arabic ParaDetox
dataset, aimed at aiding the development of toxicity classifiers capable of handling Arabic content
across various dialects and contexts.

Shttps://github.com/davidjurgens/potato
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3.8.2. Annotation Process

Annotators The detoxification process was conducted by three annotators, each with a PhD. The
team includes two males and one female, all of whom have a strong interest in computational linguistics.
These native Arabic speakers possess a deep understanding of the subjects encompassed within the
dataset. Each text sample was transcribed by two of the annotators to ensure accuracy and consistency
in the data.

3.9. Chinese

We collected new Chinese ParaDetox datasets with the following annotation details:

3.9.1. Input Data Preparation

Input Toxicity Data The Chinese ParaDetox dataset is derived from TOXICN [45], a recently released
Chinese toxic language dataset. TOXICN was compiled from social media platforms and comprises
12,011 comments addressing several sensitive topics, including gender, race, region, and LGBTQ issues.
From this dataset, we extracted a subset based on multiple criteria: the number of toxic words, the ratio
of toxic words in the comments, the length of comments, and the toxic scores of comments.

Input Preprocessing We set thresholds for the criteria mentioned above: the number of toxic words
ranged from 1 to 5, the ratio of toxic words in comments was less than 0.5, and the length of comments
ranged from 3 to 50 words, ensuring suitability for annotators to rewrite them. Following these criteria,
we extracted 1,516 samples from the training set and 231 samples from the test set.

Subsequently, we employed a pre-trained toxic classifier [45] to compute the toxic scores of the
selected comments, using a threshold score of 0.978 to filter the candidates. Ultimately, we collected
1,149 samples from the training set and 231 samples from the test set, resulting in a total of 1,380 samples
deemed suitable for annotation.

3.9.2. Annotation Process

Annotation Tasks For data annotation and verification, we employed a specifically designed three-
task pipeline:

Task 1: Determine if the sentences are toxic or neutral. Annotators were required to choose one
of three options: the given sentence is neutral, toxic but can be rewritten, or toxic and cannot
be rewritten. The last option was included based on the observation that some toxic texts are
impossible to rewrite in a non-toxic manner.

Task 2: Rewrite sentences in a non-toxic style. Annotators were instructed to create detoxified
versions of the toxic sentences identified in Task 1. They were advised to retain the main content
of the original sentences and rewrite the toxic words in a polite manner.

Task 3: Cross-check verification. The rewritten sentences from Task 2 were cross-distributed to
different annotators for verification. The goal was to ensure the rewritten sentences were non-
toxic and adhered to our guidelines. If annotators selected the “No” option, indicating the sentence
did not meet the criteria, a further meta-rewrite process was initiated.

From the 1,380 toxic samples, 1,031 samples were successfully detoxified and verified, with 861 from
the training set and 170 from the test set. The remaining 349 samples were either considered non-toxic
or toxic but could not be rewritten.



Annotators For the detoxification process, we hired three native Chinese annotators. Two female
annotators, both aged 22, hold Bachelor’s degrees in Engineering, and a male annotator, aged 32, holds a
Master’s degree in Computer Science. All annotators are native Chinese speakers residing in mainland
China, ensuring they deeply understand the Chinese language and the detoxification task.

3.10. Final Dataset

Table 1

The statistics of all ParaDetox datasets used in the shared task. The human detoxified references were collected
either via crowdsourcing or locally hired native speaker. For English and Russian, the previously collected train
data was available during all shared task’s phases. For other languages, 1000 samples per language were divided
correspondingly into development and test parts.

Source of
Language | Toxic Samples Annotation Process Train | Dev | Test
English [27] Crowdsourcing + Manual | 11939 | 400 | 600
Russian [29, 30] CrowdSourcing + Manual | 8500 | 400 | 600
Ukrainian [32] Crowdsourcing — 400 | 600
Spanish [33, 34, 35] Crowdsourcing — 400 | 600
German [36, 37, 38] Manual — 400 | 600
Hindi [39] Manual — 400 | 600
Ambharic [6, 40] Manual — 400 | 600
Arabic [41, 42, 43, 44] Manual — 400 | 600
Chinese [45] Manual — 400 | 600

The full picture of the collected ParaDetox data for all target languages is presented in Table 1. While
the methods of collecting human annotations vary across languages—some data were gathered via
crowdsourcing, others by hiring local native speakers—the quality of the texts was uniformly verified
by experts to ensure three key attributes as introduced in [46, 13]: (i) the style of new paraphrases is
genuinely non-toxic, (ii) the main content is preserved, and (iii) the new texts are fluent.

For each language for the shared task’s phases:

+ During the development phase: 400 only toxic parts were available for participants to perform
cross-lingual experiments.

+ During the test phase: (i) 400 ParaDetox instances were fully released; (ii) participants should
provide their final solutions for 600 toxic parts of the test dataset.

For English and Russian during all phases, additional training parallel datasets were available released
from previous work [13, 22, 28]. You can find online fully released development part of the data’ and
the test part only toxic instances.®

4. Baselines

We provide four baselines for our shared task: (i) trivial Duplicate baseline; (ii) a rule-based Delete
approach; (iii) Backtranslation pipeline that reduces the task to the monolingual one; (iv) finally, fine-
tuned for the downstream task on the dev dataset mT5 instance. The code for all the baselines is
available online.’

"https://huggingface.co/datasets/textdetox/multilingual_paradetox
®https://huggingface.co/datasets/textdetox/multilingual_paradetox_test
*https://github.com/pan-webis-de/pan-code/tree/master/clef24/text-detoxification/baselines
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Duplicate Trivial baseline: the output sentence is a copy-paste of the input sentence. This baseline
has 1.0 (or 100%) SIM score by definition.

Delete For the first unsupervised baseline, we perform an elimination of obscene and toxic substrings
from a text according to the predefined lists of keywords. For the shared task, we collected and compiled
together the lists of such toxic keywords for all target languages based on openly available sources
(see Table 2). The amount of toxic keywords per language differs which displays the diversity of
morphological forms and variations of toxicity expressions across languages. For participants and
further public usage, we release our compiled list online.’

Table 2
The list of the original sources and the corresponding amount of obscene keywords used to compile multilingual
toxic lexicon list for our Delete baseline.

Language ‘ Original Source ‘ # of Keywords

English [13,47,19] 3390
Russian [22, 19] 141000
Ukrainian [48, 19] 7 360
Spanish [19] 1200
German [49, 19] 247
Hindi [19] 133
Ambharic Ours+[19] 245
Arabic Ours+[19] 430
Chinese [50, 45, 19] 3840

Backtranslation As for a more sophisticated unsupervised baseline, we perform translation of non-
English texts in English with NLLB [19] instance'' and then perform detoxification with the fine-tuned
on English ParaDetox train part BART [13] instance.'?

Fine-tuned mT5 Specifically for the test phase, we fine-tuned the multilingual text-to-text generation
model mT5 [51]. We tuned the mT5-XL'® on the released for the test phase parallel development part of
the presented multilingual data.

5. Automatic Evaluation Setup

We adopt the monolingual evaluation pipelines from [13, 22] to our multilingual setup and provide the
detailed description below. We evaluate the outputs based on three parameters—style of text, content
preservation, and conformity to human references—combining them into the final Joint score. The
evaluation script is available online.'*

Style Transfer Accuracy (STA) ensures that the generated text is indeed more non-toxic. To prepare
a model for this metric that covers our target languages, we subsampled 5 000 samples—2 500 toxic and
2500 neutral—from toxicity classification corpora for each language (see references in Table 1) that
were not used for ParaDetox data collection. We released'” this compiled corpus for participants as an
additional dataset for experiments and fine-tuned XLM-R [52] large instance for the binary toxicity

Yhuggingface.co/datasets/textdetox/multilingual_toxic_lexicon
"https://huggingface.co/facebook/nllb-200-distilled-600M
Phttps://huggingface.co/s-nlp/bart-base-detox

Bhttps://huggingface.co/google/mt5-x1
Yhttps://github.com/pan-webis-de/pan-code/blob/master/clef24/text-detoxification/evaluate.py
Bhttps://huggingface.co/datasets/textdetox/multilingual_toxicity_dataset
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classification task. The model is also available for the public usage'® and is used in the shared task to
estimate the level of non-toxicity in the texts.

Content Similarity (SIM) is the cosine similarity between LaBSE!” embeddings [53] of the source
texts and the generated texts.

Fluency (ChrF1) is used to estimate the proximity of the detoxified texts to human references. While
in several previous work language acceptability classifiers based on CoLa-like corpora were utilized for
fluency estimation [13, 15], the recent work [25] also showed that reference-based metrics achieved high
correlations with human evaluation. Thus, we use an implementation of ChrF1 score from sacrebleu
library [54].

Joint score (J) is the aggregation of the three above metrics. The metrics STA, SIM and ChrF1 are
subsequently combined into the final J score used for the final ranking of approaches. Given an input
toxic text x; and its output detoxified version y;, for a test set of n samples:

n
J= 13" STA(y;) - SIM(;,y;) - ChrF1(x;, 1),
=

where STA(y;), SIM(z;, y;), ChrF1(z;, y;) € [0, 1] for each text detoxification output y;.

6. Human Evaluation Setup

For the test set, we performed the human evaluation to obtain final judgements on the participants’
systems. The details and instructions of the annotation setups are available for the public usage.'®

6.1. General setup

We used Toloka'” crowdsourcing platform for manual evaluation of automatic detoxification. For each
project, the annotators who indicated the knowledge of the necessary language could access the tasks.

Quality Control First, the annotators underwent a rigorous selection process, starting with a training
pool of 20 tasks with predefined answers and instructional feedback. Following this, annotators faced an
examination pool comprising 10 tasks with known answers. Only those achieving a minimum accuracy
of 65% in both the training and examination pools were permitted to proceed to the main evaluation
tasks.

During the execution of the real tasks, annotators’ performance was meticulously monitored using
several measures. Response speed was a critical factor; annotators who responded rapidly (less than 15
seconds per page) to three consecutive task pages were permanently banned. Additionally, we evaluated
the answers of the annotators to mixed tasks with known true answers. Those who demonstrated low
performance, were defined as achieving less than 65% accuracy, were required to undergo re-examination.
Furthermore, annotators who skipped three task pages were also banned from the study.

Evaluation Dataset We selected 100 random original toxic samples per each language from the
test part of our dataset. Each pair was annotated within a separate project dedicated to the respective
language. These projects were categorized into three distinct types, which will be described in detail in
the following section.

!Shttps://huggingface.co/textdetox/xImr-large-toxicity-classifier
"huggingface.co/sentence-transformers/LaBSE

18https:/ /github.com/textdetox/textdetox_clef 2024/tree/main/instructions/human_evaluation
Phttps://toloka.ai
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6.2. Annotation projects and corresponding metrics

In general, the concept of the human evaluation mirrored the approach used in the automatic evaluation.
Each project type focused on assessing one of the three key qualities of detoxification; style transfer
accuracy, content similarity, or fluency. Below, we provide a detailed description of each project type
and its specific focus within the evaluation process.

Style Transfer Accuracy To measure style transfer accuracy, we employed a pairwise comparison
between the original toxic text and the generated detoxified text. Annotators were tasked with deter-
mining which text was more toxic: the left text, the right text, or neither. An illustration of this task
can be found in Figure 2.

To enhance realism, we randomized the sequence of original and detoxified texts. Annotators’ votes
were then converted into numerical values using the following logic: if the original toxic text was
deemed more toxic, the vote was recorded as 1; if the detoxified text was considered more toxic, the
vote was recorded as 0; if “none of the texts” was selected, the vote was recorded as 0.5.

Which of the texts is more offensive?

D I am Nancy and | like to ruin people's fun.

2) I am Nancy and | like to f ck up people's fun.

Text 1
Text 2

None

Figure 2: The English interface example of crowdsourcing Task 1: pairwise toxicity comparison.

Content Similarity For the content similarity metric, we presented pairs of texts in a fixed order
(the toxic phrase followed by the detoxified phrase) and asked annotators to indicate whether the sense
of the two texts was similar. Annotators’ responses were binary, with “yes” indicating that the sense
was similar and “no” indicating otherwise. The responses were mapped to numerical values, with a
“yes” response being recorded as 1 and a "no" response being recorded as 0. An illustration of this task
can be found in Figure 3.

Fluency For the fluency metric, sentences were evaluated individually rather than in pairs. Annotators
were asked whether each text was intelligible and correct, with three possible responses: yes, partially,
and no. Each response was mapped to a numeric value: “yes” was scored as 1, “partially” as 0.5, and “no”
as 0. The fluency score for a pair of texts was determined by comparing the scores of the detoxified text
to the original text. If the detoxified text received a higher or equal fluency score, the pair was scored as
1; otherwise, it was scored as 0. An illustration of this task can be found in Figure 4.

Joint Score The final scores for each pair within each project were calculated by weighting them
according to the skill of the crowdsourcing annotators. This skill was dynamically assigned based on
the quality of their responses to both the tasks with known answers and the real tasks. The logic for
calculating the Joint score in the manual evaluation mirrors that of the automatic evaluation. For each



Do these two sentences mean the same thing?

Dear Greenman, As usual you have proven to be an arse hole

Dear Greenman, As usual, you have proven to be an unpleasant
person

Yes No

Figure 3: The English interface example of crowdsourcing Task 2: content similarity comparison.

No way number bricks fit in a car
Is the sentence intelligible and correct?

YES, there are no mistakes or minor mistakes (punctuation, casing)
PARTIALLY, mistakes do not hamper understanding the text

NO, mistakes make it difficult to understand the text

Figure 4: The English interface example of crowdsourcing Task 3: fluency evaluation.

language, the Joint score was determined by multiplying the three individual scores (style transfer
accuracy, content similarity, and fluency) using the same formula as in the automatic evaluation.

7. Participants

We received 20 submissions for the development phase leaderboard and 31 submissions for the test phase
leaderboard; the final manually evaluated leaderboard was based on 17 submissions who confirmed
their participation in the competition. Here, we briefly describe the solutions of our final participants.
Each team is presented with its respective leaderboard name (in some cases, additionally, by a username
of the corresponding team member that did a submission) and approach used in brackets:

Team cake, Submission d1n910 (few-shot Kimi.Al) [55] The participants achieved the resulting
score with a few-short LLM inference by using a two stage process: first, 400 samples from EN and
RU provided datasets were used to be detoxified by a proprietary LLM—Kimi.Al [56] which is a large
language model chatbot developed by Moonshot Al a Beijing-based startup. In the second step, the
participants employed newly detoxified samples to construct a prompt where they were included as
examples of the desired behavior and the model Kimi.Al, thus, was prompted to perform detoxification
in target languages.

Team SINAI, Submission estrella (Tree-of-Thought with GPT-3.5) [57] To get the results, Team
SINAI employed the Tree-of-Thought prompting strategy based on the OpenAI’s model GPT-3.5 [58].
Given a toxic sentence, the model was prompted to output three options of potential detoxified sentences.
Then the model was asked to decide in terms of offensiveness, content, and fluency which one out these
sentences was detoxified the most appropriate way.



Team MarSanAl, Submission maryam.najafi (Mistral-7b with PPO) [59] This team offered a
solution only for two languages: English and Russian. A reinforcement learning method was utilized
to fine-tune an LLM—Mistral-7b [60]—coupled with a Proximal Policy Optimization (PPO) [61] using
the implementation from HuggingFace TRL [62]; the reward was obtained using the provided toxicity
classifier.

Team Linguistic_Hygienist, Submission gangopsa (T5 & BART) [63] The solution consisted of
two components: i) the supervised solution for the English and Russian languages; ii) the unsupervised
solution for the other 7 languages. The supervised solution used T5 [64] and BART [65] as base
models; the exponentially weighted moving average and ROUGE scores were used as loss functions
for Russian and English, respectively. The unsupervised solution utilized hashing techniques, log odds
ratio, and grammatical rules to identify and conceal toxic words across other 7 languages; additionally,
it incorporated a mask prediction model to maintain the original sentences meaning intact.

Team VitalyProtasov (mTO0-large) [66] In the proposed solution, the team used a text-to-text
model—mT0-large [67]—which was trained on different combinations of languages. In addition, before
training, certain filtering techniques were applied to the data.

Team nikita.sushko (mT0-XL) [68] The participant used the text-to-text mT0-XL [67] model that
was fine-tuned in two stages. In the first stage, a model was fine-tuned on the parallel data of all
languages; this model was used to generate synthetic parallel data from non-parallel samples. The
resulting data was cleaned and filtered using a cosine distance between LaBSE embeddings and the
toxicity scores by the provided classification models followed by a modification with improved delete
approach. At the end, the synthetic and filtered “golden” data were merged into new training set to
fine-tune a new instance of the text-to-text multilingual model.

Team SmurfCat, Submission adugeen (mT0-XL) [69] Multilingual model mT0-XL [67] was as
well used by this team. First, the model was fine-tuned for text generation using a combination of parallel
and translated datasets. The model was further aligned with the Odds Ratio Preference Optimization
(ORPO) [70]. During the inference stage, the best candidate generated by the model was chosen by
calculating scores from STA and SIM models.

Team gleb.shnshn (zero-shot LLaMa-3) This solution was based on a modern open-source LLM—
LlaMa3-70B [71]. The model was prompted using the zero-shot prompting method for the detoxification
task.

Team memu_pro_kotow, Submission SomethingAwful (few-shot LLaMa-3 & mT0-XL) [72]
In this solution, “uncensored” LLaMa3 [71] was introduced and initialized for every target language
except Amharic. Using the recent alignment jailbreaking method by identifying “refusal” directions and
subtracting them from model weights [73], they used LLaMa3-70B to get predictions using a few-shot
prompting strategy. So, the model received 10 examples of detoxification via starting prompt. For the
Ambharic language, the text-to-text mT0-XL [67] model was used: the model was fine-tuned on the
Ambharic parallel dataset.

Team Magnifying_Glass, Submission ZhongyuLuo (Translation & BART-detox, ruT5-detox &
Postprocessing) [74] The team used a combination of different methods and models depending on
the language. For the majority of languages, the participant used a text-to-text encoder-decoder NLLB
translation model [19] to translate data from various languages into English. Then, the translated data
was detoxified using the English BART-detox model [13]. After that, the resulting parallel synthetic
data was translated back into the original languages. For Russian, the specifically Russian text-to-
text model—ruT5-base-detox [22]—was employed for the detoxification. In the case of Chinese, the



participants, firstly, applied filtering of the training dataset, fine-tuned the pre-trained ruGPT3 [75]
model, and applied the Delete method.

Team nlp_enjoyers, Submission shredder67 (mT5) [76] The participant employed a text-to-text
model mT5 [51]. The provided multilingual parallel data from the development phase was used for
fine-tuning.

Team NaiveNeuron, Submission erehulka (few-shot LLaMa-3) [77] The team used a text-to-text
Llama3 [71] which was prompted using a few-shot method.

Team team0, Submission dkenco (few-shot Cotype-7b) In this case, the team put a stress solely
on the English and Russian languages. Two language-specific approaches were used based on Cotype-7b
model [78]. For English, there was employed a zero-shot prompting technique where the prompt
included brief instructions for the text detoxification task. For the Russian language, the team used
a few-shot approach: the system prompt included brief instructions for the task to be performed as
well as five randomly picked samples from the parallel development set. During inference, for both
languages, there were applied regular expressions intended as filters.

Team NLPunks, Submission bmmikheev (few-shot LlaMa-3) This team used a text-to-text
Llama3-70B [71] by with a few-shot prompting method. For English and Russian, the generated output
was evaluated manually. For other languages, GPT-3.5 [58] was used to evaluate outputs. For all
languages, the system prompt was formulated in English.

Team Iron Autobots, Submission razvor (few-shot LlaMa-3) The participant as well used a
text-to-text Llama3-70b [71] with a few-shot prompting method.

Team MBZUAI-UnbabelDetox, Submission mkrisnai (few-shot GPT-3.5) In this team, a two-
step prompting approach was utilized. At the first step, GPT-3.5 [58] was prompted with a few-shot
method to produce synthetic detoxification data. Then, the resulting data was employed in the prompt
to GPT-3.5 to perform detoxification.

Team Yekaterina29 (mT5-XL) The participant fine-tuned mT5-XL instances [51] on the provided
development multilingual parallel dataset.

Almost all of the participant used the current state-of-the-art Large Language Models (LLMs), among
which are GPT-3.5 [58] and LLaMa-3 [71] models. To enhance the model’s performance on the task
of detoxification, most participants used the few-shot prompting method. Among smaller models,
mT5 [51] and mTO [67] were utilized: usually, these models were fine-tuned using ad hoc filtering and
data augmentation techniques, for instance, as RAG and backtranslation. Additionally, region-specific
LLMs were also employed—Cotype [78] and Kimi.AI [56].

8. Results

Here, we provide the final results of the final test phase, of our tasks. The full detailed tables of results
per each language and per each metric can be found in Appendix A.

8.1. Automatic Evaluation Leaderboard

We received 20 submissions for the development phase automatic leaderboard and 31 submissions for
the test phase automatic leaderboard. Automatic evaluation leaderboards are publicly available online.*
The final leaderboard from the test automatic phase evaluation is presented in Table 3.

®https://codalab.lisn.upsaclay.fr/competitions/18243#results
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The leading solutions were consistent across most languages, except for Spanish, Chinese, and
Hindi. However, with the automatic evaluation leaderboard publicly available to all participants, some
teams focused on optimizing their models specifically for the evaluation metrics, leading to potential
overfitting.

Most solutions surpassed the baseline for at least one language, and in some cases, participant
systems approached the performance of human references. However, except for Hindi, no participant
solution outperformed human references in the automatic evaluation across any language. Although
the automatic evaluation scores for human references across most languages hovered around a J score
of 0.7, the results for Chinese were notably poor, with the highest participant score being 0.178 and
the best human reference score at 0.201. The results leads to a further investigations of the robustness
of the automatic evaluation metrics.

The top three teams across the majority of the languages generally employed a similar strategy,
fine-tuning the mT0-XL text-to-text model. Team SmurfCat is holding the best automatic evaluation
scores for all the languages, which was achieved by additionally fine-tuning mT0-XL with a recent ORPO
alignment method. The majority of the submissions were multilingual, designed to cover all languages
within a single model. These models demonstrated consistent score distributions across languages,
with notable declines in performance for Chinese and Hindi. An exception was user ansafronov, who
achieved the top score specifically for Chinese.



Table 3

Results of the automatic evaluation of the test phase. Scores are sorted by the average Joint score. The scores
for each language are respective Joint scores. Baselines are highlighted with ‘gray , Human References are
highlighted with 'green . Three best scores for each language are highlighted with bold, the best score is
underlined bold.

Team \ Average* \ EN ES DE ZH AR HI UK RU AM

Human References ‘ 0.608 ‘ 0.711 0.709 0.733 0.201 0.695 0.298 0.790 0.732 0.601

Team SmurfCat 0.523 0.602 0.562 0.678 0.178 0.626 0.355 0.692 0.634 0.378
Imeribal 0.515 0.593 0.555 0.669 0.165 0.617 0.352 0.686 0.628 0.374
nikita.sushko 0.465 0.553 0.480 0.592 0.176 0.575 0.241 0.668 0.570 0.328
VitalyProtasov 0.445 0.531  0.472 0.502 0.175 0.523 0.320 0.629 0.542 0.311
erehulka 0.435 0.543 0.497 0.575 0.160 0.536 0.185 0.602 0.529  0.287
SomethingAwful 0.431 0.522  0.475 0.551 0.147 0.514 0.269 0.584 0.516  0.299
mareksuppa 0.424 0.537  0.492 0.577 0.156  0.547 0.181  0.615 0.540 0.173
kofeinix 0.395 0.497 0.420 0.502 0.095 0.501 0.189 0.569 0.490 0.298
Yekaterina29 0.372 0.510 0.439 0.479 0.131 0.453 0.173 0.553  0.507  0.102
AlekseevArtem 0.366 0.427 0.401 0465 0.071 0465 0.217 0.562 0.406  0.278
Team NLPunks 0.364 0.489 0.458 0.487 0.150 0.415 0.212 0.466 0.402 0.194
pavelshtykov 0.364 0.489 0.458 0.487 0.150 0.415 0.212 0.466 0.402 0.194
gleb.shnshn 0.359 0.462  0.437 0.464 0.155 0.415 0.244 0460 0445 0.147
Volodimirich 0.342 0.472 0.410 0.388 0.095 0431 0.181 0.483 0.452 0.169
ansafronov 0.340 0.506  0.319 0.362 0.178 0.456 0.133 0.328 0.507  0.270
MOOsipenko 0.326 0.411  0.352 0.326 0.067 0.442 0.104 0474 0.507  0.252
mkrisnai 0.324 0.475 0.422 0.396 0.109 0.270 0.194 0.460 0.383  0.205
Team MarSanAl 0.316 0.504 0.305 0.315 0.069 0456 0.105 0.315 0.508  0.269
Team nlp_enjoyers 0.316 0.418 0.359 0.384 0.104 0.389 0.172 0.432 0431 0.157
Team cake 0.316 0.408 0.361 0.503 0.086 0.283 0.158 0.471 0.394 0.178
mT5 0.315 0.418 0.359 0.384 0.096 0.389 0.170 0.433 0.432 0.157
gangopsa 0.315 0472 0.356 0.414 0.069 0425 0.198 0.528 0.090  0.280
Team SINAI 0.309 0.413 0.404 0.403 0.126 0.283 0.225 0.436 0397 0.097
Delete 0.302 0.447 0.319 0.362 0.175 0.456 0.105 0.328 0.255  0.270
Team Iron Autobots 0.288 0.345 0.351 0.364 0.124 0.373 0.204 0.404 0.367 0.058
LanaKlitotekhnis 0.253 0.460 0.161  0.298 0.062 0.274 0.110 0.341 0.384 0.184
Anastasial706 0.242 0.349 0.271 0.191 0.064 0.404 0.088 0.33¢ 0.248 0.227
ZhongyuLuo 0.240 0.506  0.330 0.024 0.052 0.225 0.138 0.284 0.507 0.096
cocount 0.210 0.271  0.265 0.320 0.100 0.315 0.079 0.245 0.214  0.080
Backtranslation 0.205 0.506  0.275 0.233 0.027 0.206 0.104 0.201 0.223 0.075
etomoscow 0.204 0.293 0.244 0.197 0.025 0.149 0.092 0.266 0.507  0.067
cointegrated 0.175 0.160  0.265 0.245 0.050 0.183 0.070 0.253 0.223  0.123
dkenco 0.163 0.183 0.090 0.287 0.069 0.294 0.035 0.032 0.265 0.217
FD 0.144 0.061  0.189 0.166 0.069 0.294 0.035 0.215 0.048 0.217
Duplicate 0.126 0.061  0.090 0.287 0.069 0.294 0.035 0.032 0.048 0.217




8.2. Human Evaluation Leaderboard

After participants confirmed their submissions via a form, we received 17 entries for the human evalua-
tion phase. This evaluation was conducted on a subsample of 100 test set items through crowdsourcing.
The results of the human evaluation, organized by team and language, are publicly available.?! The
final leaderboard based on human evaluation is presented in Table 4.

Table 4

Results of the human final evaluation of the test phase. Scores are sorted by the average Joint score. The
scores for each language are respective Joint scores. Baselines are highlighted with gray , Human References
are highlighted with green . Three best scores for each language are highlighted with bold, the best score is
underlined bold.

Team | Average” | EN ES DE ZH AR HI UK RU AM

Human References ‘ 0.851 ‘ 0.885 0.794 0.715 0.925 0.823 0.965 0.902 0.797 0.852

SomethingAwful 0.774 0.864 0.834 0.889 0.534 0.741 0.863 0.686 0.839 0.715
Team SmurfCat 0.741 0.832 0.726 0.697 0.598 0.819 0.683 0.840 0.760 0.715
VitalyProtasov 0.723 0.691 0.810 0.775 0.493 0.788 0.873 0.666 0.733  0.680
nikita.sushko 0.712 0.702 0.618 0.792 0474 0.885 0.840 0.674 0.743  0.680
erehulka 0.708 0.879 0.709 0.850 0.678 0.778 0.520 0.627 0.646  0.686
Team NLPunks 0.685 0.842 0.764 0.785 0.604 0.692 0.780 0.632 0.508 0.563
mkrisnai 0.681 0.890 0.833 0.697 0.341 0.629 0.732 0.734 0.784 0.489
Team cake 0.654 0.907 0.768 0.774 0.838 0.442 0.340 0.499 0.709 0.611
Yekaterina29 0.639 0.749 0.635 0.737 0.300 0.704 0.664 0.654 0.703 0.603
Team SINAI 0.576 0.858 0.681 0.527 0.334 0.765 0.542 0.658 0.678  0.146
gleb.shnshn 0.564 0.737 0.676  0.545 0.408 0.544 0.647 0.436 0.614 0.471
Delete 0.560 0.470  0.551 0.574 0.426 0.649 0.653 0.598 0.491 0.629
mT5 0.541 0.677 0.472 0.635 0.435 0.627 0.601 0.416 0.399 0.608
Team nlp_enjoyers 0.524 0.670 0423 0.546 0.231  0.558 0.666  0.421 0.502  0.698
Team Iron Autobots 0.516 0.741 0.536  0.647  0.527 0.617 0.583 0.478 0.449 0.065
ZhongyulLuo 0.513 0.735 0.519 0.009 0.564 048 0.485 0417 0.679 0.724
gangopsa 0.500 0.741 0.200  0.718 0.374 0.613 0.750 0.484  0.003 0.615
Backtranslation 0.411 0.726  0.557 0.343 0.344 0.417 0.326 0.226 0.221 0.544
Team MarSanAl 0.177 0.889 — — — — — — 0.704 —

dkenco 0.119 0.679 — — — — — — 0.392 —

The human evaluation leaderboard saw significant changes compared to the automatic evaluation
phase. Human references received high scores from the annotators, with J scores around 0.8 or
higher. However, not all teams surpassed the mT5 and Delete baselines. Interestingly, the Delete
baseline outperformed the mT5 text-to-text generation baseline in languages such as Arabic, Hindi,
Ukrainian, Russian, and Amharic. This indicates that not all multilingual models are equally proficient
in understanding and handling toxicity across different languages.

In the human evaluation phase, participants’ solutions closely matched the human references, even
surpassing the provided references from parallel datasets in some languages. The top solution, after
manual evaluation, was presented by user SomethingAwful and was based on the “uncensored”
LLaMa3-70B language model. Interestingly, SomethingAwful’s solution did not achieve the highest
scores across all nine languages but excelled in Spanish, German, and Russian. The leader of the
automatic evaluation leaderboard, Team SmurfCat, secured second place. Participants nikita.sushko
and VitalyProtasov switched places in the manual leaderboard.

Similar to the automatic leaderboard, human assessments revealed that certain models excelled in
specific languages. For instance, nikita.sushko and VitalyProtasov achieved top results in Arabic and
Hindi. Despite Team mkrisnai ranking 7th overall, their solution performed exceptionally well in

*Thttps://github.com/textdetox/textdetox_clef_2024/tree/main/human_evaluation_results
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English, Spanish, Russian, and Ukrainian. Additionally, Team Team cake secured the highest scores
specifically for English and Chinese.

From the detailed results in Appendix A, it is evident that the solutions surpassed human references
in English, Spanish, and German, often achieving near-perfect fluency. However, this success does
not extend to other languages. These results highlight the impressive human-like text generation
capabilities of modern LLMs, though they still struggle with handling toxicity and maintaining consistent
controllable generation across languages. Future work should focus on developing more challenging
tasks, particularly in cross-lingual contexts.

9. Conclusion

In Multilingual Text Detoxification task at PAN 2024, participants were tasked with transforming text
style from toxic to non-toxic across nine languages: English, Spanish, German, Chinese, Arabic, Hindi,
Ukrainian, Russian, and Amharic. The task was divided into two phases: (i) development phase focused
on cross-lingual transfer approaches; (ii) test phase utilized parallel training data for all languages and
encouraged multilingual solutions. Participants’ submissions in both phases underwent evaluation
using a set of automatic metrics, followed by human evaluation of the test subset to determine the final
leaderboard rankings.

Participants employed modern state-of-the-art Large Language Models either by prompting them in
few-shot formats or fine-tuning medium-sized models. For certain languages with sufficient training
data, these models approached or even exceeded human reference provided in the shared task. However,
this was primarily observed for resource-rich European languages. Opportunities for enhancement
remain significant for less resource-rich languages and those with limited data, highlighting the need
for further exploration in cross-lingual text detoxification and knowledge transfer.
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A. Automatic and Manual Evaluation Results per Language

Here, we provide the extended results—from both automatic and human evaluation setups—based on
three evaluation parameters for all languages: English (Table 5), Spanish (Table 6), German (Table 7),
Chinese (Table 8), Arabic (Table 9), Hindi (Table 10), Ukrainian (Table 11), Russian (Table 12), and
Ambharic (Table 13). In every table, the baselines are highlighted with gray ; Human References are
highlighted with 'green ; the ordering is made by J score from Human Evaluation results. The
automatic evaluation is based on the full test set of 600 samples per language; human evaluation was
performed on 100 set of the test set per language.

Table 5
Automatic and human evaluation results for English.
Automatic Evaluation Human Evaluation
STA SIM  ChrF STA SIM  FL IR
Team cake 0.911 0.790 0.542 0.407 | 0.965 0.940 1.000 0.907
mkrisnai 0.807 0.865 0.661 0.475 | 0.946 0.950 0.990 0.890
Team MarSanAl 0.788 0.859 0.723 0.504 | 0.955 0.980 0.950 0.889
Human References 0.864 0.820 1.000 0.711 | 0.970 0.960 0.950 0.884
erehulka 0.871 0.869 0.697 0.543 | 0.976 0.900 1.000 0.879
SomethingAwful 0.876 0.860 0.670 0.522 | 0.968 0.910 0.980 0.863
Team SINAI 0.910 0.787 0.553 0.412 | 0.953 0.900 1.000 0.858
Team NLPunks 0.875 0.849 0.635 0.489 | 0.945 0.900 0.990 0.841
Team SmurfCat 0.934 0.886 0.706 0.601 | 0.973 0.900 0.950 0.832
Yekaterina29 0.793 0.879 0.704 0.509 | 0.963 0.810 0.960 0.749
Team Iron Autobots | 0.969 0.706 0.477 0.344 | 0.938 0.790 1.000 0.741
gangopsa 0.737 0.888 0.698 0.473 | 0.897 0.878 0.939 0.740
gleb.shnshn 0.870 0.773 0.661 0.462 | 0.966 0.770 0.990 0.736
ZhongyuLuo 0.807 0.868 0.693 0.506 | 0.953 0.820 0.940 0.734
Backtranslation 0.807 0.868 0.693 0.506 | 0.941 0.820 0.940 0.725
nikita.sushko 0.851 0.892 0.710 0.552 | 0.971 0.760 0.950 0.701
VitalyProtasov 0.841 0.864 0.699 0.531 | 0.970 0.750 0.950 0.691
dkenco 0.951 0.567 0.311 0.182 | 0.956 0.710 1.000 0.679
mT5 0.676 0.868 0.670 0.417 | 0.906 0.770 0.970 0.677
Team nlp_enjoyers | 0.676 0.868 0.670 0.417 | 0.908 0.760 0.970 0.669
Delete 0.662 0.956 0.691 0.447 | 0.848 0.630 0.880 0.470




Table 6

Automatic and human evaluation results for Spanish.

Table 7

Automatic Evaluation

Human Evaluation

STA SIM  ChrF J

STA SIM FL J

SomethingAwful
mkrisnai
VitalyProtasov
Human References
Team cake

Team NLPunks
Team SmurfCat
erehulka

Team SINAI
gleb.shnshn
Yekaterina29
nikita.sushko
Backtranslation
Delete

Team Iron Autobots
ZhongyuLuo

mT5

Team nlp_enjoyers
gangopsa

0.885 0.830 0.625 0.475
0.867 0.806 0.584 0.421
0.892 0.835 0.619 0.472
0.875 0.811 1.000 0.708
0.928 0.765 0.488 0.360
0.861 0.848 0.615 0.458
0.959 0.885 0.644 0.562
0.884 0.865 0.634 0.496
0.899 0.781 0.546 0.404
0.900 0.799 0.584 0.436
0.745 0.888 0.646 0.439
0.788 0.896 0.657 0.480
0.812 0.770 0.423 0.275
0.479 0972 0.669 0.318
0.947 0.742 0479 0.351
0.808 0.810 0.483 0.329
0.649 0.873 0.616 0.358
0.653 0.870 0.616 0.359
0.788 0.822 0.542 0.356

0.916 0.910 1.000 0.834
0.886 0.940 1.000 0.833
0.910 0.890 1.000 0.809
0.901 0.890 0.990 0.794
0.891 0.870 0.990 0.767
0.906 0.860 0.980 0.764
0.871 0.850 0.980 0.726
0.930 0.770 0.990 0.708
0.851 0.800 1.000 0.681
0.890 0.760 1.000 0.676
0.835 0.760 1.000 0.634
0.866 0.720 0.990 0.617
0.865 0.650 0.990 0.556
0.685 0.830 0.970 0.551
0.933 0.580 0.990 0.535
0.831 0.630 0.990 0.518
0.796 0.630 0.940 0.471
0.775 0.600 0.910 0.423
0.810 0.280 0.880 0.199

Automatic and human evaluation results for German.

Automatic Evaluation

Human Evaluation

STA SIM  ChrF

STA SIM  FL J*

SomethingAwful
erehulka
nikita.sushko
Team NLPunks
VitalyProtasov
Team cake
Yekaterina29
gangopsa

Human References
Team SmurfCat
mkrisnai

Team Iron Autobots
mT5

Delete

Team nlp_enjoyers
gleb.shnshn

Team SINAI
Backtranslation
ZhongyuLuo

0.799 0904 0.759 0.550
0.829 0.899 0.760 0.574
0.774 0940 0.808 0.591
0.820 0.867 0.670 0.487
0.646 0.951 0.813 0.502
0.795 0.887 0.710 0.502
0.807 0.869 0.671 0.478
0.651 0.892 0.714 0.413
0.809 0.909 1.000 0.732
0.921 0923 0.781 0.677
0.683 0.888 0.659 0.395
0.934 0.734 0.514 0.364
0.746 0.837 0.603 0.383
0.454 0.989 0.802 0.361
0.750 0.835 0.602 0.384
0.910 0.803 0.617 0.464
0.876 0.803 0.563 0.403
0.796 0.747 0.372 0.232
0.815 0.222 0.130 0.024

0.898 0.990 1.000 0.889
0.923 0.930 0.990 0.850
0.833 0.950 1.000 0.791
0.891 0.880 1.000 0.784
0.798 0.980 0.990 0.774
0.890 0.870 1.000 0.774
0.896 0.830 0.990 0.736
0.788 0.980 0.930 0.718
0.863 0.920 0.900 0.714
0.856 0.830 0.980 0.696
0.810 0.860 1.000 0.696
0.943 0.700 0.980 0.647
0.873 0.750 0.970 0.635
0.591 0.990 0.980 0.574
0.870 0.640 0.980 0.545
0.940 0.580 1.000 0.545
0.810 0.650 1.000 0.526
0.858 0.400 1.000 0.343
0.876 0.010 0.990 0.008




Table 8

Automatic and human evaluation results for Chinese.

Table 9

Automatic Evaluation

Human Evaluation

STA SIM  ChrF J

STA SIM FL )

Human References
Team cake
erehulka

Team NLPunks
Team SmurfCat
ZhongyuLuo
SomethingAwful
Team Iron Autobots
VitalyProtasov
nikita.sushko

mT5

Delete
gleb.shnshn
gangopsa
Backtranslation
mkrisnai

Team SINAI
Yekaterina29

Team nlp_enjoyers

0.266 0.789 1.000 0.201
0.549 0.665 0.238 0.086
0.389 0.789 0.551 0.160
0.462 0.815 0.395 0.150
0.529 0.822 0.415 0.177
0.633 0.650 0.122 0.051
0.459 0.733 0.449 0.147
0.602 0.714 0.284 0.123
0.411 0.868 0.504 0.175
0.415 0.869 0.504 0.176
0.289 0.809 0.411 0.095
0.384 0.887 0.524 0.174
0.531 0.799 0.364 0.154
0.129 0.999 0.535 0.069
0.661 0.591 0.070 0.026
0.452 0.805 0.328 0.108
0.608 0.741 0.286 0.126
0.344 0778 0.472 0.130
0.375 0.770 0.403 0.104

0.963 0.990 0.970 0.925
0.930 0.910 0.990 0.837
0.950 0.870 0.820 0.677
0.648 0.980 0.950 0.603
0.773 0.920 0.840 0.597
0.838 0.830 0.810 0.563
0.888 0.770 0.780 0.533
0.806 0.860 0.760 0.527
0.891  0.970 0.570 0.493
0.920 0.990 0.520 0.473
0.726  0.920 0.650 0.434
0.693 0.990 0.620 0.425
0.728 0.700 0.800 0.407
0.511 1.000 0.730 0.373
0.831 0.600 0.690 0.344
0.653 0.550 0.950 0.341
0.558 0.720 0.830 0.333
0.840 0.830 0.430 0.299
0.778 0.430 0.690 0.230

Automatic and human evaluation results for Arabic.

Automatic Evaluation

Human Evaluation

STA SIM  ChrF J

STA SIM FL )

nikita.sushko
Human References
Team SmurfCat
VitalyProtasov
erehulka

Team SINAI
SomethingAwful
Yekaterina29
Team NLPunks
Delete

mkrisnai

mT5

Team Iron Autobots
gangopsa

Team nlp_enjoyers
gleb.shnshn
ZhongyuLuo
Team cake

Backtranslation

0.780 0.930 0.783 0.575
0.795 0.875 1.000 0.694
0.921 0.890 0.747 0.625
0.730 0921 0.775 0.522
0.788 0.896 0.752 0.535
0.883 0.699 0.425 0.282
0.825 0.860 0.719 0.513
0.695 0.904 0.710 0.452
0.728 0.857 0.652 0.414
0.597 0974 0.777 0.455
0.759 0.755 0.466 0.270
0.713 0.841 0.642 0.389
0.757 0.809 0.596 0.373
0.776 0.826 0.643 0.424
0.718 0.834 0.640 0.388
0.794 0.825 0.616 0.415
0.771 0719 0.366 0.225
0.917 0.672 0.420 0.282
0.836 0.682 0.319 0.205

0.921  0.990 0.970 0.885
0.941 0920 0.950 0.823
0.918 0.910 0.980 0.818
0.891 0.930 0.950 0.787
0.920 0.890 0.950 0.777
0.921 0.830 1.000 0.764
0.931 0.820 0.970 0.741
0.828 0.850 1.000 0.704
0.866 0.840 0.950 0.691
0.750 0.920 0.940 0.648
0.796 0.790 1.000 0.629
0.868 0.760 0.950 0.626
0.828 0.810 0.920 0.617
0.920 0.900 0.740 0.612
0.863 0.710 0.910 0.557
0.920 0.650 0.910 0.544
0.832  0.590 0.990 0.486
0.970 0.480 0.950 0.442
0.915 0.460 0.990 0.416




Table 10

Automatic and human evaluation results for Hindi.

Table 11

Automatic Evaluation

Human Evaluation

STA SIM  ChrF J

STA SIM FL )

Human References
VitalyProtasov
SomethingAwful
nikita.sushko
Team NLPunks
gangopsa
mkrisnai

Team SmurfCat
Team nlp_enjoyers
Yekaterina29
Delete
gleb.shnshn

mT5

Team Iron Autobots
Team SINAI
erehulka
ZhongyulLuo
Team cake
Backtranslation

0.367 0.814 1.000 0.297
0.615 0.713 0.680 0.320
0.460 0.826 0.666 0.269
0.351 0.882 0.709 0.240
0.393 0.837 0.613 0.212
0.351 0.844 0.646 0.197
0.476 0.786 0.509 0.193
0.634 0.799 0.631 0.355
0.302 0.804 0.619 0.171
0.261 0905 0.662 0.173
0.146 0.974 0.706 0.104
0.497 0790 0.595 0.244
0.295 0.808 0.620 0.170
0.461 0.781 0.550 0.204
0.586 0.750 0.490 0.224
0.324 0.806 0.635 0.184
0.439 0773 0.376 0.137
0.771 0.583 0.310 0.157
0.443 0.731 0.289 0.103

0.975 0.990 1.000 0.965
0.938 0940 0.990 0.873
0.948 0910 1.000 0.862
0.923 0910 1.000 0.840
0.896 0.870 1.000 0.780
0.928 0.860 0.940 0.750
0.871 0.840 1.000 0.732
0.961 0.710 1.000 0.682
0.905 0.800 0.920 0.666
0.790 0.840 1.000 0.663
0.673 0.970 1.000 0.653
0.975 0.670 0.990 0.646
0.871 0.690 1.000 0.601
0.896 0.650 1.000 0.582
0.960 0.570 0.990 0.541
0.940 0.700 0.790 0.519
0.816 0.600 0.990 0.485
0.953 0.360 0.990 0.339
0.853 0.390 0.980 0.326

Automatic and human evaluation results for Ukrainian.

Automatic Evaluation

Human Evaluation

STA SIM  ChrF J

STA SIM FL )

Human References
Team SmurfCat
mkrisnai
SomethingAwful
nikita.sushko
VitalyProtasov
Team SINAI
Yekaterina29
Team NLPunks
erehulka

Delete

Team cake
gangopsa

Team Iron Autobots
gleb.shnshn

Team nlp_enjoyers
ZhongyuLuo

mT5

Backtranslation

0.877 0.899 1.000 0.790
0.951 0913 0.780 0.691
0.895 0.842 0.592 0.460
0.875 0.887 0.733 0.584
0.886 0.919 0.804 0.668
0.846 0922 0.792 0.628
0.944 0.797 0.551 0.436
0.804 0.891 0.742 0.553
0.771 0.869 0.665 0.466
0.882 0.899 0.743 0.602
0.423 0974 0.791 0.327
0.804 0.863 0.658 0.470
0.816 0.884 0.721 0.527
0.861 0.807 0.561 0.403
0.857 0.826 0.634 0.460
0.704 0.856 0.678 0.431
0.884 0.773 0.385 0.283
0.704 0.858 0.679 0.433
0914 0.704 0.293 0.201

0.990 0.980 0.930 0.902
0.971  0.900 0.960 0.839
0.963 0.770 0.990 0.734
0.966 0.710 1.000 0.686
0.965 0.720 0.970 0.673
0.956 0.710 0.980 0.665
0.983 0.690 0.970 0.658
0.940 0.710 0.980 0.654
0.936 0.710 0.950 0.631
0.975 0.670 0.960 0.627
0.708 0.870 0.970 0.597
0.966 0.580 0.890 0.498
0.943 0.540 0.950 0.483
0.930 0.530 0.970 0.478
0.936 0.500 0.930 0.435
0.905 0.490 0.950 0.421
0.966 0.440 0.980 0.416
0.911 0480 0.950 0.415
0.981 0.230 1.000 0.225




Table 12

Automatic and human evaluation results for Russian.

Table 13

Automatic Evaluation

Human Evaluation

STA SIM  ChrF J

STA SIM FL )

SomethingAwful
Human References
mkrisnai

Team SmurfCat
nikita.sushko
VitalyProtasov
Team cake

Team MarSanAl
Yekaterina29
ZhongyulLuo
Team SINAI
erehulka
gleb.shnshn

Team NLPunks
Team nlp_enjoyers
Delete

Team Iron Autobots
mT5

dkenco
Backtranslation
gangopsa

0.819 0.873 0.695 0.515
0.887 0.824 1.000 0.732
0.758 0.825 0.600 0.382
0.957 0.885 0.736 0.634
0.843 0901 0.728 0.570
0.807 0.893 0.731 0.542
0.881 0.791 0.540 0.394
0.779 0.878 0.723 0.507
0.811 0.875 0.689 0.507
0.812 0.863 0.705 0.507
0.890 0.792 0.533 0.396
0.858 0.868 0.686 0.528
0.857 0.817 0.627 0.445
0.709 0.858 0.630 0.402
0.762 0.842 0.638 0.431
0.372 0971 0.708 0.254
0.907 0.776 0.506 0.367
0.762 0.844 0.638 0.431
0.595 0.817 0.554 0.264
0.903 0.697 0.328 0.222
0.414 0.575 0.345 0.090

0.986 0.850 1.000 0.838
0.990 0.830 0.970 0.797
0.901 0.870 1.000 0.784
0.953 0.830 0.960 0.759
0.948 0.800 0.980 0.743
0.933 0.810 0.970 0.733
0.958 0.740 1.000 0.709
0.916 0.800 0.960 0.704
0.953 0.760 0.970 0.702
0.958 0.770 0.920 0.678
0.935 0.740 0.980 0.678
0.975 0.690 0.960 0.645
0.955 0.670 0.960 0.614
0.938 0.570 0.950 0.508
0.920 0.580 0.940 0.501
0.743 0.750 0.880 0.490
0.965 0.490 0.950 0.449
0.955 0.440 0.950 0.399
0.825 0.480 0.990 0.392
0.970 0.230 0.990 0.220
0.905 0.180 0.020 0.003

Automatic and human evaluation results for Amharic.

Automatic Evaluation

Human Evaluation

STA SIM  ChrF J

STA SIM FL )

Human References
ZhongyulLuo
SomethingAwful
Team SmurfCat
Team nlp_enjoyers
erehulka
nikita.sushko
VitalyProtasov
Delete

gangopsa

Team cake

mT5

Yekaterina29
Team NLPunks
Backtranslation
mkrisnai
gleb.shnshn

Team SINAI

Team Iron Autobots

0.893 0.683 1.000 0.601
0.819 0.665 0.165 0.095
0.776 0.855 0.438 0.299
0.900 0.888 0.456 0.378
0.837 0.640 0.269 0.157
0.586 0.971 0.482 0.286
0.742 0908 0.478 0.328
0.754 0.872 0.458 0.310
0.539 0979 0.486 0.269
0.584 0.956 0.478 0.280
0.559 0.836 0.360 0.178
0.836 0.641 0.270 0.157
0.794 0.589 0.204 0.102
0.555 0.865 0.372 0.194
0.819 0.618 0.135 0.075
0.467 0.946 0.453 0.205
0.649 0.725 0.298 0.146
0.623 0.588 0.234 0.096
0.672 0.355 0.118 0.057

0.935 0.990 0.920 0.851
0.875 0.890 0.930 0.724
0.801 0.980 0.910 0.714
0.768 1.000 0.930 0.714
0.863 0.940 0.860 0.697
0.700 1.000 0.980 0.686
0.755 0.990 0.910 0.680
0.786 0.950 0.910 0.680
0.661 1.000 0.950 0.628
0.690 0.990 0.900 0.614
0.691 0.960 0.920 0.610
0.893 0.840 0.810 0.607
0.891 0.980 0.690 0.602
0.743 0.880 0.860 0.562
0.856 0.690 0.920 0.543
0.515 0.990 0.960 0.489
0.805 0.960 0.610 0.471
0.778 0.520 0.360 0.145
0.845 0.250 0.310 0.065
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