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Abstract
Large Language Models (LLMs) have demonstrated remarkable capabilities in generating text that closely
resembles human writing across wide range of styles and genres. However, such capabilities are prone to potential
misuse, such as fake news generation, spam email creation, and misuse in academic assignments. Hence, it
is essential to build automated approaches capable of distinguishing between artificially generated text and
human-authored text. In this paper, we propose an architecture which includes three components: transformer
model, token-level features, and state-of-the-art embeddings. This approach achieves a mean score of 0.973 on
PAN dataset, demonstrating its effectiveness in identifying AI-generated text.
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1. Introduction

The domain of Natural Language Generation (NLG) is witnessing a remarkable transformation with
the emergence of Large Language Models (LLMs) such as Generative Pre-trained Transformer (GPT-4)
[1], Large Language Model Meta AI (LLaMA-3), and Mistral LLMs. LLMs, characterized by their large
parameter size, have shown state-of-the-art (SOTA) capabilities in generating text that closely mirrors
the verbosity and style of human language. They have been shown to outperform traditional Natural
Language Processing (NLP) approaches across applications ranging from question answering to code
completions [2, 3]. While LLMs’ ability to generate human-like text is impressive, it concurrently
poses a growing risk in various sectors, including the proliferation of misinformation, phishing email
generation, and the preservation of academic integrity [4, 5, 6]. To address these challenges, it has
become increasingly crucial for both humans and automated systems to detect and distinguish AI-
generated text. This calls for ongoing research and the development of reliable detection methods to
promote the responsible and ethical use of LLMs [7, 8].

Diverse modeling strategies, ranging from simple statistical techniques to cutting-edge Transformer-
based architectures [9, 10], have been investigated to help develop solutions capable of distinguishing
AI-generated text from those written by humans. For instance, Gehrmann et al. [11] proposed straight-
forward statistical methods which capitalize on the assumption that AI systems tend to rely on a limited
set of language patterns with high confidence scores. Liu et al. [12] proposed a model which extracts Ro-
bustly optimized Bidirectional Encoder Representations from Transformers (BERT) approach (RoBERTa)
embeddings and combines them with sentence-level graph representations. In contrast to individual
detection models, we recently proposed ensemble modeling approaches for detecting AI-generated text
where the probabilities from various constituent pre-trained language models are concatenated and
passed as a feature vector to machine learning classifiers [10, 13]. This approach resulted in improved
predictions compared to individual classifiers, highlighting the benefits of combining multiple models.

CLEF 2024: Conference and Labs of the Evaluation Forum, September 09–12, 2024, Grenoble, France
$ abharika@deloitte.com (H. Abburi); npudota@deloitte.com (N. Pudota); bveeramani@deloitte.com (B. Veeramani);
edbowen@deloitte.com (E. Bowen); sanmbhattacharya@deloitte.com (S. Bhattacharya)

© 2024 Copyright for this paper by its authors. Use permitted under Creative Commons License Attribution 4.0 International (CC BY 4.0).

CEUR
Workshop
Proceedings

ceur-ws.org
ISSN 1613-0073

mailto:abharika@deloitte.com
mailto:npudota@deloitte.com
mailto:bveeramani@deloitte.com
mailto:edbowen@deloitte.com
mailto:sanmbhattacharya@deloitte.com
https://creativecommons.org/licenses/by/4.0


Recently, there has been a notable increase in research focused on zero-shot detection techniques for
AI-generated text. These methods predominantly involve the analysis of outputs from LLMs, utilizing
features such as entropy, log-probability scores, and perplexity [14, 15, 16, 17] to help distinguish
between human-authored and AI-generated content. However, the zero-shot detection methods can be
more effective when there is direct access to the internal specifics of the LLM that generated the text.
This limits the robustness of zero-shot detection methods across different scenarios [18, 19].

To boost this area of research further, PAN 2024 workshop introduced ‘generative AI authorship
verification’ shared task, which focuses on determining whether a given text is human-authored or
AI-generated. In response to this challenge, we proposed an architecture which leverages a pre-trained
RoBERTa-base AI-text detector [20], a Bidirectional Long Short-Term Memory (BiLSTM) attention layer
for processing token-level perplexity and word-frequency features, and a state-of-the-art EmbEddings
from bidirEctional Encoder rEpresentations (E5) model [21]. Our experiments show that our proposed
approach outperforms several state-of-the-art approaches based on established metrics.

2. PAN Dataset

The PAN dataset, released by the PAN shared task organizers, contains both human-authored and
AI-generated text. It includes a total of 15,190 samples, consisting of 1,087 human-authored texts
and 14,103 AI-generated texts produced using thirteen different LLMs, namely: (i) alpaca-7b, (ii)
bigscience-bloomz-7b1, (iii) chavinlo-alpaca-13b, (iv) gemini-pro, (v) meta-llama-llama-2-70b-chat-hf,
(vi) meta-llama-llama-2-7b-chat-hf, (vii) mistralai-mistral-7b-instruct-v0.2, (viii) mistralai-mistral-8X7b-
instruct-v0.1, (ix) qwen-qwen1.5-72b-chat-8bit, (x) text-bison-002, (xi) vicgalle-gpt2-open-instruct-v1,
(xii) gpt-3.5-turbo-0125, and (xiii) gpt-4-turbo-preview. More details about the dataset can be found in
the PAN overview paper [22].

3. Proposed Approach

Our framework consists of three major components for feature representations of input text:
(i) RoBERTa base Open AI detector [20] produces document-level representations that capture the

overall content’s meaning;
(ii). Token-level features[23] are extracted from various GPT2 variants (DistilGPT2, GPT-2, GPT-2

Medium, and GPT-2 Large) to analyze both the predictability of the word sequence and word frequency.
The token level features include: log-probability of the observed token, log-probability of the most
likely token, entropy of the token probability distribution at a given position, and word frequency. A
BiLSTM with attention layer processes these token-level features to create combined document-level
representations;

(iii). Document-level feature representation are also extracted using the E5 model.
Finally, the three document-level representations are concatenated into a single representation. The

combined representation is then fed into a fully connected layer to generate the final probabilities.

Table 1
Results on PAN test set.

Model ROC-AUC Brier C@1 F1 F0.5𝑢 Mean

Our approach 0.987 0.967 0.97 0.97 0.97 0.973

Baseline Binoculars [17] 0.972 0.957 0.966 0.964 0.965 0.965
Baseline Fast-DetectGPT (Mistral) 0.876 0.8 0.886 0.883 0.883 0.866
Baseline Fast-DetectGPT [16] 0.668 0.776 0.695 0.69 0.691 0.704



3.1. Results

In this section, we present an evaluation of our AI-generated text detection experiments. In our
experiments, 20% of the training data was used for validation. For test run submissions, the validation
set was merged back with the training set. We report results using well established metrics [22], and
compare our model’s performance with state-of-the-art models, as shown in Table 1. After predicting
the label for each input, we produced the final scores of each text pair as recommended by the organizers
[22]. The results indicate that our method surpasses the state-of-the-art models, achieving a modest
improvement of around 1% over the mean score of Binoculars model.

4. Conclusion

In this paper, we described our submission to the PAN shared task for detecting the generative AI
content. Our experiments demonstrated that our generative AI text detection approach performs well
compared to other state-of-the-art approaches in this domain. For future work, we aim to enhance the
generalizability of our model by testing it on diverse datasets to evaluate its robustness in real-world
applications.
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