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Abstract
The growing use of digital media or social media has given a platform to the people to deliver their ideas and
viewpoints openly. It is facilitating the rapid spread of contrasting opinions openly. Ultimately, this has developed
echo chambers or polarized platforms. These platforms either encourage conspiracy theories or critical narratives.
So, nowadays, it has become crucial for people to be aware of being part of such narratives. Moreover, it is also
necessary for the organisations to identify the conspiracy creators or the ones who do not possess a conspiracy
mentality. This can be made possible by the use of natural language processing techniques to do this task
automatically. This study presents the solutions to the two most pressing challenges in today’s era. The subtask
one of this study provides a solution for the identification of conspiracy narratives and critical narratives using
the BERT model. Our model achieved an MCC score of 0.80. Secondly, the other subtask helps to recognize the
span of the topic relevant to the important constituents of both categories of oppositional narratives, i.e., agent,
facilitator, victim, campaigner, objective, negative effect. The overall accuracy of the model is 95%. These models
can be used for the development of an algorithm that can automatically classify the conspiracy theories and
critical narratives.
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1. Introduction

The advancement of IT industry has resulted in a notable transformation of traditional social interactions
that were previously restricted by time and location [1], [2]. Social media has dominated people’s
professional and personal lives now-a-days [3]. This is how, social media sites have altered interpersonal
interactions and created new communication patterns in recent years [4], [5]. People typically take in
information that interests them, weed out information they do not, and form "echo chambers" with
like-minded individuals around a common story [6]. This has given rise to the concept of oppositional
thinking [7]. Oppositional thinking is concerned with people’s tendency to perceive or approach
conventional, mainstream and authoritative propositions, decisions or narratives in a negative, rebellious
and critical manner [8]. However, oppositional thinking can be manifested in two ways in context of
social media: conspiracy ideation and critical thinking [7].

Conspiracy theories appear to be closely linked to misinformation in reference of the internet
and digital media [9]. These theories have many things in common, from dubious elements in the
stories to the reasons that seem credible to prospective believers, particularly during an infodemic [10].
Understanding the spread of conspiracy narratives in online spaces, particularly in the context of a
such a greater pool of knowledge, becomes crucial given that the propagation of such theories can
have potentially detrimental effects on people and societies [11]. Conspiracy narratives are frequently
the focal point around which echo chambers expand and deepen. Critical thinking is one form of civil
disobedience that is characterized by the use of reason, analysis, evaluation, and proper questioning of
information [12]. People who think critically and interact with any information use objective reasoning
processes are receptive to having a change of mind once a new valid proof is introduced [13], [14].
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In the era of social media, critical thinking and conspiracy theories are fascinating social phenomena
because they make us face the difficult problem of sometimes having multiple, contradictory interpre-
tations of what actually happened [13]. Due to these reasons, there is a need to distinguish between
critical and conspiracy narratives. Even though, a number of studies have been conducted previously
to distinguish between these two categories of oppositional thinking through theoretical approaches
[14]. However, the advent of machine learning techniques, deep learning algorithms and advanced
NLP techniques have shown a new window for automatic analysis of oppositional thinking [14]. The
hardest thing about using NLP models to detect conspiracy is figuring out how to tell the difference
between conspiratorial and critical thinking in an automated manner [15]. This distinction is important
because it could push people who were just asking queries into the conspiracy chambers if a message is
labeled as conspiratorial when it is merely oppositional [16].

Our goal in this study is to analyze texts that exhibit critical or conspiratorial narratives and exhibit
oppositional thinking [17]. We have addressed two pressing research questions for the NLP research: 1)
differentiation of the two different types of oppositional narratives i.e., conspiracy narrative and critical
thinking narrative, and 2) identification of the tokens or elements of a narrative that fuel the conflict
in different groups during oppositional thinking in online messages. We utilized the Oppositional
Thinking Analysis: Conspiracy vs Critical Narratives [18] of the PAN at CLEF 2024 [19] which included
two subtasks mentioned above. We used the text in English corpora for the analysis of both tasks.
Although, the dataset was also present in Spanish. The first challenge or subtask, an MCC score of
0.8050 was obtained indicating that there is a significant degree of agreement between the predicted
and actual classifications produced by the customized RoBERTa model. For second challenge or subtask,
we achieved a maximum accuracy of 95% in detecting the individual elements of each oppositional
narrative in english text corpora to meet the above-mentioned challenges.

2. Previous Work

In this section, we reviewed the most recent studies on oppositional thinking analysis i.e., conspiracy
theories and critical narratives [17]. examined the psycho-linguistic patterns and profiles of online users
who spread conspiracy theory-debunking posts versus those who tend to spread conspiracy theory-
supporting posts. Furthermore, they presented ConspiDetector, a convolutional neural network (CNN)
based model that identified conspiracy propagators by fusing word embeddings with psycho-linguistic
traits taken from user tweets. According to the F1-metric, the results demonstrate that ConspiDetector
can detect conspiracy propagators with an 8.82% higher accuracy than the CNN baseline.

The authors’ viewpoints on conspiracy narratives which can be expressed through description’s
individual constituents like the agent, action, or objective. However, these narratives can be implicitly
expressed through acknowledgments to establish theories like chemtrails or the New World Order.
This study developed a comprehensive system for categorizing conversations about conspiracies [20].
They trained a BERT-based model for online CT classification using human-labeled ground truth, and
compared its performance with the GPT for online conspiratorial content detection. [21] suggested using
sophisticated language models were fine-tuned to identify whether or not tweets are conspiratorial.
The BERT model developed by Google served as the foundation for this model. By automating a manual
process (identifying tweets that promote conspiracy theories), the classification method speeds up
analysis. Using this method, they were able to identify tweets related to the COVID-19 origin conspiracy
theory. Next, they used cybersecurity techniques on social media to examine the chambers, spreaders,
and features of the various conspiracy narratives.

[23] presented an automated pipeline for the identification and characterization of real conspiracies
covered by the media in addition to the creation of opposing narratives found in conspiracy theories that
spread widely on digital media. This work is based on two independent, extensive repositories of news
articles and blog posts detailing the popular conspiracy theories, which involved political conspiracies
in New Jersey. They developed a graphical generative machine learning model, motivated by Greimas’
qualitative narrative theory, in which nodes stand in for actors or actors, and repeated-edges and cyclic



Table 1
Summary of Relevant Work

Ref Target Input Model Pre-
Processing

Outcome Result

[22] Conspiracy
propagator
detection

Tweets CNN Manual Anno-
tation

Binary F1: 0.74

[20] Conspiracy
Theory Classi-
fication

Reddit posts RoBERTa Data fil-
tration,
Annotation

Binary AUC: 0.787

[21] Covid-19 CT Tweets BERT Tokenization Binary F1: 0.95
[23] Narrative

structures of
CT

Blog posts
and News
Articles

Graphical
generative
ML model

Data cleaning,
URLs removal,
Pronouns Ex-
tracting

Identification
of structural
differences

N/A

[24] Investigation
of CT using
NLG models

Data from
Wikipedia
and GPT-2

GPT-2 Temperature
settings, Me-
chanical Turk

Analysis of
model size
and tempera-
ture effects

Larger model
sizes and
lower tem-
peratures
increased CTs

edges between nodes capture topic-specific relationships. The hidden narrative framework network’s
subgraphs were sampled from posts and news items.

[23] looked into LLM’s ability to produce conspiracy theory text. The goal was to respond to the
question: Is it possible to evaluate pretrained generative LLMs for the elicitation and memorization of
conspiracy narratives without having exposure to the training set. They discussed this task in the context
of memory, generalization, and hallucinations, emphasizing its challenges. Research has revealed that
numerous conspiracy theories are deeply embedded within pretrained large language models. This was
explored by using a new dataset comprising conspiracy narrative topics and machine-based conspiracy
concepts. The tests show a connection between the tendency of models to produce conspiracy theory
text and model parameters like size and temperature.

The previous research works done (given in Table 1) have focused only on conspiracy theory analysis
and have developed various notable accomplishments in terms of their classification and understanding
of conspiracy theories. However, studies have yet to be conducted to classify the text into conspiracy
and critical narratives. This distinction is crucial because it may push people who were just raising
questions toward conspiracy communities if a text is classified as conspiratorial when it is actually
critical of mainstream beliefs.

Some of the recent studies targeted ‘conspiracy spreaders’ or ‘conspiracy-related posts’, which
blurred the line between analyzing conspiracy theories and discrediting valid criticism. These studies
mostly used binary, fine-grained classifiers to classify conspiracy and non-conspiracy theories without
the proper identification of different constituent features in such narratives. Our study fills in these
deficiencies by outlining a multifaceted approach on how to understand oppositional cognition, which
distinguishes between conspiracy and critical frames using the customized RoBERTa. In this research,
we propose a span-level annotation scheme that distinguishes agents, enablers, victims, campaigners,
goals, and negative consequences in these narratives, in addition to locations and events, using the
token-level BERT model. By using advanced NLP techniques, we identified and analyzed various
degrees of oppositional thinking, i.e., conspiracy and critical narratives.

3. Methodology

The overall methodology consists of two subtasks. Subtask 1 is the binary classification of text into
conspiracy and critical and subtask 2 is the detection of elements of the oppositional narratives. The



Figure 1: The distribution of two primary categories i.e., conspiracy and critical

Figure 2: The distribution of narrative elements

step-by-step methodology is given below.

3.1. Dataset

The dataset used in this study is from Telegram posts related to Covid-19 pandemic discussions.
This dataset has been collected and annotated for the PAN Conference 2024 specifically designed to
distinguish between conspiracy; statements that portray the pandemic or decisions made about public
health as the product of a sinister plot by a powerful, hidden group, and critical; critical messages
that cast doubt on important public health decisions without endorsing conspiracy theories, in textual
content.

3.1.1. For Subtask1

Each text entry is annotated with one of two classes i.e., Conspiracy and Critical as shown in Figure 1.

3.1.2. For Subtask 2

Each text entry is further annotated with spans that mark specific narrative elements i.e., agent, victim,
facilitator, campaigner, objective and negative effect. Figure 2 gives the frequency of each element in
the dataset.



3.2. Data Pre-Processing

3.2.1. Subtask 1: Binary Classification into Conspiracy and Critical

• Tokenization is the method of splitting up the text as input into a long string of characters for a
computer, into smaller inputs or units known as tokens. RoBERTa tokenizer was used to facilitate
the conversion of raw text into token IDs for model input.

• Encoding Encoding was done using the ‘encode plus’ function of the RoBERTa tokenizer to add
further tokens and pads. The basic purpose was to truncate the text into the specified maximum
length and generate attention masks.

• Labelling NLP utilizes data labelling to enable machines to process data efficiently, mimicking
the understanding of human language. In order for NLP models to be trained, text input must
be preprocessed with the right tags or categories specified. Conspiracy text was labelled as 1
whereas critical narratives were labelled as 0.

• Splitting In machine learning, data is usually split into three subsets: training, testing, and
validation. This is necessary for model training, parameter tuning, and, in the end, performance
evaluation. The dataset was split into 90% training and 10% validation sets.

3.2.2. Subtask 2: Detection of Elements of the Oppositional Narratives

• Tokenization BERT tokenizer was used to convert raw text into token IDs for model input. The
function to align labels with BERT tokens was used to assign labels to tokens based on provided
annotations. Text sequences were tokenized, and labels were aligned with the tokenized outputs.
The label alignment process ensured that labels were correctly mapped to tokens while skipping
special and padding tokens. A method was included to retrieve tokenized inputs and aligned
labels as tensors, ensuring compatibility with PyTorch’s data handling mechanisms.

• Splitting The data was split into 80% training and 20% validation.

3.3. Modelling

3.3.1. Subtask 1: Binary Classification into Conspiracy and Critical

For the classification of text into conspiracy and critical narratives, we used customized RoBERTa.
RoBERTa is basically an enhanced version of BERT. The difference between BERT and RoBERTa is
the larger training data. In addition, RoBERTa used dynamic masking modules and training on longer
sequences. The primary improvements of RoBERTa over BERT are the predictions for the following
sentences. We used a dropout rate of 30% to reduce overfitting.

3.3.2. Subtask 2: Detection of elements of the oppositional narratives

BERT model was used for subtask 2. Building on transformer networks, BERT pre-trains bidirectional
representations by conditioning on both left and right contexts simultaneously in all layers. Predicting
words in the input that are randomly masked and determining whether or not a sentence in the corpus
is followed by the sentence are two ways that the representations are jointly optimized. BERT-based
multi-task token classifier with a shared transformer backbone and independent classification heads
was used to identify text spans that match the main ideas in opposing narratives.

3.4. Experimental Setup

The chosen equipment, including the NVIDIA RTX 4090 GPU and AMD EPYC 7R12 48-Core Processor,
provides high computational power (1.8 TFLOPS and 24.0/192 CPU cores respectively) essential for
intensive model calculations. The motherboard ROME2D32GM supports PCIe 4.0, enhancing data
transfer speeds (22.8 GB/s), crucial for handling large datasets. With 516 GB of memory and a 4TB
Predator SSD, the system ensures ample storage and quick data access (3830 MB/s), supporting efficient



Figure 3: Performance graph indicating loss for subtask 1

Figure 4: Performance graph indicating accuracy for subtask 1

model training and analysis. The equipment’s high-performance specifications are designed to optimize
model development and execution.

4. Results and Discussion

4.1. Subtask 1: Binary Classification into Conspiracy and Critical

The primary aim of the subtask one was to classify the text data into conspiracy or critical narrative.
We used customized RoBERTa model for this task. Figure 3 gives the performance graph indicating loss
for subtask 1. The graph shows training and validation loss over six epochs. It depicts that training loss
decreases progressively to almost zero while validation loss decreases at first but then rises, which is a
sign of overfitting.

Figure 4 gives the performance graph indicating accuracy for subtask 1 accuracy for the task 1. The
graph shows the training and validation accuracy over six epochs, with training accuracy in the blue
line that increases to almost 100% within the first epoch, signifying good learning of the training data.
The overall accuracy of our customized architecture was 91%.

Table 2 presents the performance metrics for a classification model for two categories: The categories
that have been considered are “CRITICAL” and “CONSPIRACY". In the case of “CRITICAL”, the model



Table 2
Classification report for subtask 1

Category Precision Recall F1 Score

CRITICAL 0.94 0.93 0.93
CONSPIRACY 0.86 0.89 0.87

Figure 5: Performance graph indicating loss for subtask 2

has a high value of precision of 0. 94 and recall of 0. 93, which reflects a high level of F1 of 0. 93, which
suggests that the model performed very well in terms of correctly predicting the “CRITICAL” class. For
the “CONSPIRACY” model, the model has an accuracy of 0. 86 and recognition of 0. 89, which in turn
results in a very high F1 score of 0. 87. These metrics demonstrate that the model is highly effective
in differentiating between the two categories and has a slightly higher efficiency in the “CRITICAL”
category, which indicates its ability to consistently and accurately identify instances of both types.

The discrete form of Pearson’s correlation coefficient, known as the Matthews Correlation Coefficient
(MCC), accepts values between 1 and 1. In the event of a complete correlation, the value is 1, 0 in
the absence of correlation, and 1 in the presence of a negative correlation. By definition, only two
categories are covered by the MCC. The MCC score is used for evaluation in binary classification even
if the classes are imbalanced, i.e., of different sizes. The MCC score of our model was 0.8050. This value
indicates that the model is maintaining a substantial concurrence between the predicted and the actual
classifications.

4.2. Subtask 2: Detection of elements of the oppositional narratives

Figure 5 gives the performance graph indicating loss for subtask 2. The training loss (blue line) shows a
smooth descending trend until it is almost zero, which implies that the model has learned the training
data very effectively. The validation loss (red line) at first goes down steeply i.e., the model is learning
well and can generalize well to new inputs, but then it oscillates and converges to a higher value than
the training loss.

The accuracy of the subtask 2 is given in Figure 6, throughout ten epochs. The model showed a good
level of generalization to the data. The learning curves of training and validation accuracy indicate
that the model does not overfit, and the performance on both datasets remains good, with a slight
fluctuation in the validation accuracy in later epochs. In conclusion, the proposed model is able to learn
from the data and generalize the learned knowledge. The overall accuracy of the model was 95%.

Table 3 gives the classification report for the subtask2. The F1 score for the narrative elements is
given.



Figure 6: Performance graph indicating accuracy for subtask 2

Table 3
Classification report for subtask 2. The F1 score for the narrative elements is given.

Category Precision Recall F1 Score

OBJECTIVE 0.13 0.66 0.22
AGENT 0.48 0.70 0.57

FACILITATOR 0.16 0.68 0.26
CAMPAIGNER 0.42 0.80 0.55

NEGATIVE EFFECT 0.22 0.58 0.32
VICTIM 0.46 0.74 0.57

0 0.99 0.96 0.97

5. Conclusion

The work reveals the use of the recent NLP approaches to identify conspiracy theories from the critical
narratives in social media posts. The researchers using a specifically fine-tuned RoBERTa model got an
MCC score of 0. 80 for identifying conspiracy narratives, thus showing how well the model is able to
discern conspiratorial narratives from critical ones. In addition, the BERT model provided a high overall
accuracy of 95% and was capable of detecting narrative elements like agents, victims and objectives.
Thus, these findings imply that NLP models can be used to enhance the automation of the detection
and differentiation of conspiracy theories from critical thinking in order to control information flow
and promote informed debate.
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