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Abstract
We present an overview of Task 2 of the seventh edition of the CheckThat! lab at the 2024 iteration of the
Conference and Labs of the Evaluation Forum (CLEF). The task focuses on subjectivity detection in news articles
and was o‌ered in ve languages: Arabic, Bulgarian, English, German, and Italian, as well as in a multilingual
setting. The datasets for each language were carefully curated and annotated, comprising over 10,000 sentences
from news articles. The task challenged participants to develop systems capable of distinguishing between
subjective statements (reecting personal opinions or biases) and objective ones (presenting factual information)
at the sentence level. A total of 15 teams participated in the task, submitting 36 valid runs across all language
tracks. The participants used a variety of approaches, with transformer-based models being the most popular
choice. Strategies included ne-tuning monolingual and multilingual models, and leveraging English models with
automatic translation for the non-English datasets. Some teams also explored ensembles, feature engineering,
and innovative techniques such as few-shot learning and in-context learning with large language models. The
evaluation was based on macro-averaged F1 score. The results varied across languages, with the best performance
achieved for Italian and German, followed by English. The Arabic track proved particularly challenging, with
no team surpassing an F1 score of 0.50. This task contributes to the broader goal of enhancing the reliability of
automated content analysis in the context of misinformation detection and fact-checking. The paper provides
detailed insights into the datasets, participant approaches, and results, o‌ering a benchmark for the current state
of subjectivity detection across multiple languages.
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1. Introduction

The CheckThat! lab is organized for the 7th time within CLEF 2024. This paper presents an overview
of Task 2 on detecting subjectivity in news articles; the task is organized for a second time. The ability
to discern between subjective and objective content has become increasingly important in the domain
of natural language processing (NLP), especially in the context of news articles during the last decades.
The distinction between subjective statements, which reect personal opinions, beliefs, or biases, and
objective statements, which present factual information, is fundamental for various applications such
as sentiment analysis, opinion mining, and fact-checking. Task 2 aims to advance research in this area
by providing a platform for the development and the evaluation of systems capable of subjectivity
detection across multiple languages. Specically, Task 2 challenges participants to distinguish whether
a given sentence from a news article expresses the subjective view of the author or presents an objective
account of the topic. This binary classication task is crucial for improving the reliability and the
transparency of information processing systems, particularly in an era where misinformation and biased
reporting are prevalent.
The task is designed to be language-agnostic, with datasets provided in ve languages: Arabic,

Bulgarian, English, German, and Italian. Additionally, a multilingual scenario is introduced in order to
evaluate the robustness of the participating systems across diverse language contexts. The datasets have
been carefully annotated to ensure a high quality and consistency, following prescriptive guidelines
for language-agnostic subjectivity detection. We evaluated the participating systems based on macro-
averaged F1 score, which balances precision and recall across the subjective and the objective classes,
ensuring a fair assessment of system performance. The task’s comprehensive evaluation framework,
coupled with the diverse linguistic datasets, provides a rigorous benchmark for advancing the state-of-
the-art in subjectivity detection.

In the rest of the paper, we o‌er an overview of Task 2, detailing the datasets, the evaluation measures,
and the submission guidelines. We also present the results and the methodologies of the participating
systems, highlighting the progress and the challenges when developing robust subjectivity detection
models. By fostering collaboration and innovation in this critical area, Task 2 contributes to the broader
goal of enhancing the reliability of automated content analysis in the digital age.

2. Related Work

Subjectivity detection has been approached in di‌erent contexts and domains. Early work on the topic
was mainly conducted in the context of sentiment analysis [1, 2] focusing on English, but later also
exploring multilingual approaches [3, 4]. Subjectivity detection has also been approached as part of
bias detection [5, 6], claim extraction [7], or in the context of fact-checking [8, 9]. Our task is motivated
by fact-checking.

Naturally, the denition of subjectivity varies with the task and the direction it is approached from.
Previous work has developed corpora by relying on di‌erent assumptions to detect subjectivity, such
as domain-specic heuristics based on keyword spotting [1, 10, 11], statistical methods [12], and
based on annotation guidelines [13, 14, 15]. According to Chaturvedi et al. [16], the rst solutions are
known as syntactic approaches, while the latter two sets are semantic approaches. Syntactic methods
su‌er from limited applicability as they are tied to domain- and language-specic knowledge. For this
reason, semantic approaches, especially based on annotation guidelines, have recently been preferred.
Nevertheless, interpretation biases, edge cases, and annotation ambiguity are notable challenges when
adopting annotation guidelines, which hinder the development of high-quality datasets [14, 17]. These
risks are limited by carrying out a data annotation methodology based on the prescriptive paradigm [18]
and framing subjectivity detection for the task of fact verication [19]. This has also been formulated
and adopted in the previous iteration of Task 2 in the sixth edition of the CheckThat! lab [20], and we
follow it in this iteration as well. Compared to the previous iteration of the task, we dropped Dutch and
Turkish due to the lack of support, and we added Bulgarian as a new language.



Table 1
Statistics about the data for all five languages.

Training Development Development-Test Test

Language Total OBJ SUBJ Total OBJ SUBJ Total OBJ SUBJ Total OBJ SUBJ
Arabic 1,185 905 280 297 227 70 445 363 82 748 425 323
Bulgarian 729 406 323 106 59 47 208 116 92 250 143 107
English 830 532 298 219 106 113 243 116 127 484 362 122
German 800 492 308 200 123 77 291 194 97 337 226 111
Italian 1,613 1,231 382 227 167 60 440 323 117 513 377 136

Table 2
Examples of subjective and objective sentences in the annotated datasets.

Language Sentence Class
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Bulgarian Думите на Тръмп са просто думи, докато тези на Обама означават война. SUBJ
Аз се почувствах се глупаво, когато разбрах фактите. OBJ

English But the state’s budget is nothing like a credit card. SUBJ
The plan incorporates cash payments supplemented by contingent contributions. OBJ

German Den Grünen bleibt nur, immer wieder darauf hinzuweisen, dass sie selbst gerne ein
bisschen großzügiger wären -sich damit aber leider nicht durchsetzen können.

SUBJ

Mitte November kündigte die Ampel-Koalition an, das zu ändern. OBJ

Italian Inoltre paragonare immagini di attori paparazzati per strada a foto di studio photo-
shoppate non ha senso.

SUBJ

Il presidente russo, Vladimir Putin, ha visitato Kaliningrad per incontrare gli studenti
dell’Università Kant e tenere un incontro sullo sviluppo della regione.

OBJ

Our data annotations cover di‌erent granularity levels, including sentence [7, 21], segment [22], and
document [23]. While the majority of the available corpora are in English, there are several attempts to
extend subjectivity detection to other languages, such as Arabic [24, 25], German [24], French [22, 24],
Italian [23], Romanian [26, 24], and Spanish [24]. However, they mostly rely on machine translation
and ontologies to scale to multiple languages, which introduces noise in the annotation.

The task of subjectivity detection was also part of the 2023 edition of the CLEF CheckThat! lab [27].
The task was o‌ered in 6 languages [20]: Arabic, Dutch, English, German, Italian, and Turkish.

3. Datasets

The task o‌ered datasets in ve di‌erent languages with a total of more than 10k sentences manually
annotated following the guidelines in [19]. Table 1 presents details on the dataset statistics. Some
sample instances for each language are given in Table 2.

3.1. Arabic

The dataset consists of sentences from news articles, including sources such as AraFact [28]. The
complete data collection and annotation process involved several phases. In the article selection phase,
we selected 1,159 news articles from AraFact [28]. Additionally, we manually searched for opinionated
articles from various Arabic news outlets, eventually selecting 221 articles. These articles were parsed
and segmented, resulting in 15,947 sentences. During the sentence selection phase, we selected 4,524
sentences affier various ltering steps, where di‌erent existing classiers were used to classify the
sentences into subjective and objective, and the sentences were selected based on their decisions.



Finally, in the sentence annotation phase, we annotated the sentences using in-house and Amazon
Mechanical Turk (MTurk) annotators. We adhered to standard qualication tests and ensured majority
agreement among 3 to 5 annotators. A label was selected for each sentence where at least two annotators
agreed. The inter-annotator agreement (pair-wise Cohen’s kappa) was 𝜅 = 0.538. More details about
the data collection and annotation process can be found in [29].
For the lab, we used all data from CheckThat! 2023 [20], specically using the training and the

development datasets as the training and development sets, respectively, and the test data as the
development-test set. Based on the data collection and annotation procedure discussed above and in
[29], we developed a new dataset for testing.

3.2. Bulgarian

The Bulgarian corpus is based on a fake news dataset [30], provided by the Bulgarian Association of PR
Agencies1. It was annotated by Bulgarian students of journalism and further cleaned and deduplicated
by the authors. The cleaning process consisted of removing Unicode symbols and URL encoding
schemes. Affierwards, we segmented the articles into sentences, and we ltered out all sentences shorter
than 5 tokens. We then selected a total of 1,293 random sentences for annotation. The annotation
was conducted by three native Bulgarian speakers: two annotators and a consolidator, according to
the guidelines of [19]. The process consisted of multiple annotation batches, each of size 200. Affier
each batch was annotated, we accepted the examples with matching labels, and we sent all conicting
annotations for analysis and discussion between the annotators. In cases of disagreement affier these
initial discussions, the consolidator was involved to help reach a decision. We measured Krippendor‌’s
Alpha for the inter-annotator agreement for every batch, and it ranged from 0.6 (worse batches, lots of
discussions until labels are agreed upon for every sentence) to 0.85 (good batches, very few disputes).

3.3. English

The English dataset is partially based on NewsSD-ENG [19], a corpus of 1,049 sentences labeled by seven
annotators following guidelines for subjectivity detection tailored to an information retrieval setting [31].
We used 830 examples for training and 219 for development. The Krippendor‌’s alpha [32] measuring
the inter-annotator agreement on the whole corpus is 0.83. The test partition of the CheckThat! lab
2023 Task 2 edition [20] is used as a dev-test set. We further developed a new test set following the
same data collection methodology for NewsSD-ENG, which comprises several stages to ensure high
quality. First, we sampled 15 news articles on controversial topics, with a total of 490 sentences. Then,
eight annotators labeled the sentences as subjective or objective. Each sentence was annotated by at
least two annotators. Then, the annotators engaged in a discussion phase to resolve any disagreements.
The unresolved conicts were addressed by a third annotator who decided on the nal label. The
inter-annotator agreement on the new test set measured with Krippendor‌’s alpha was 0.86.

3.4. German

The German dataset was assembled by randomly selecting sentences from the CT 2022 FAN-Corpus
[33] consisting of news articles originally annotated according to the factuality of their main claim.
The 800 manually annotated sentences for training and the 200 instances for development are from the
2023 edition of the task [20]. As an additional development set (dev-test), the 2023 test data is used. For
the test set, 360 new sentences were randomly sampled from the CT!2022FAN-Corpus (instances not
included in the other partitions). They were annotated following the guidelines outlined in [19]. We
excluded all incomplete sentences as well as non German ones. We also reduced instances consisting
of more than one sentence due to wrong sentence splitting to one sentence. Each sentence has been
annotated by three native speakers, all co-authors of this paper. The annotators achieved a substantial

1http://www.bapra.bg

http://www.bapra.bg


agreement [34], with Fleiss’ 𝑘𝑎𝑝𝑝𝑎 = 0.696 (𝑝 < 0.0001, 𝑧 = 22.1). The nal label was obtained by
majority voting.

3.5. Italian

The dataset is based on the SubjectivITA corpus [23], re-annotated using the guidelines introduced
in Antici et al. [19]. The corpus contains 1,841 sentences split into 1,613 for training and 227 for
development. The inter-annotator agreement measured with Fleiss’ 𝑘𝑎𝑝𝑝𝑎 [34] is 0.65. A novel test
set is dened following the same methodology used for the English dataset. In particular, we collected
513 sentences from 14 news articles targeting controversial topics. Eight annotators labeled each
sentence as subjective or objective. The inter-annotator agreement on the new test set measured with
Krippendor‌’s alpha [32] is 0.79.

4. Overview of the Systems and Results

Fiffieen teams participated in this task, submitting 36 valid runs. Seven teams submitted valid runs
for more than one language, with three teams participating in all six language settings, including the
multilingual one. All teams participated in the English subtask.
Table 3 shows the results achieved by the individual teams for each language. At least two teams

improved over the baseline for all languages, except for Bulgarian. Notable performance was achieved
for Italian and German, followed by English, with scores above 0.70. For Arabic, none of the teams
achieved a macro-F1 score above 0.50. The team with the most stable results across all languages was
Nullpointer [35]: with the exception of the English subtask, they always ranked among the top-3 teams.
All teams used neural networks, with transformer-based models being the most frequent choice. Some
teams used language-specic monolingual transformer models, others chose multilingual models and

Table 3
Results for subjectivity classification of news articles. The F1-measure is macro-averaged.

Rank Team F1 Rank Team F1 Rank Team F1

Arabic Bulgarian English

1 IAI Group 0.495 1 (baseline) 0.753 1 HYBRINFOX 0.744
2 Nullpointer † 0.491 2 Nullpointer 0.717 2 Tonirodriguez 0.737
3 (baseline) 0.485 3 HYBRINFOX 0.715 3 SSN-NLP 0.712
4 SemanticCuetSync 0.480 4 IAI Group 0.582 4 Checker Hacker 0.708
5 Tonirodriguez 0.465 5 JUNLP 0.364 5 JK_PCIC_UNAM 0.708

6 HYBRINFOX 0.455 Italian 6 SINAI 0.703

7 JUNLP 0.362 1 JK_PCIC_UNAM 0.792 7 FactFinders 0.695

German 2 HYBRINFOX 0.784 8 Vigilantes 0.695

1 Nullpointer 0.791 3 Nullpointer 0.743 8 Eevvgg 0.695
2 IAI Group 0.730 4 (baseline) 0.650 9 Nullpointer 0.689
3 (baseline) 0.699 5 IAI Group 0.586 10 Indigo 0.639
4 HYBRINFOX 0.697 11 (baseline) 0.635

Multilingual 12 SemanticCuetSync 0.627

– Nullpointer * 0.712 13 JUNLP 0.560
1 HYBRINFOX 0.685 14 CLaC 0.450
2 (baseline) 0.670 15 IAI Group 0.449
3 IAI Group 0.629

† Team involved in the preparation of the data.
* Submitted aer the o‌icial deadline.



some teams used English models in combination with automatic translation.

Table 4
Overview of the approaches. The numbers in the language box refer to the position of the team in the o‌icial
ranking.

Team Language Model Misc

M
ul
ti
lin

gu
al

A
ra
bi
c

B
ul
ga

ri
an

En
gl
is
h

G
er
m
an

It
al
ia
n

B
ER

T
R
oB

ER
Ta

D
is
ti
lB
ER

T
G
em

in
i

m
B
ER

T
m
D
eB

ER
Ta

Se
nt
en

ce
-B

ER
T

Se
tF
it

M
is
tr
al
-7
B
-I
ns

tr
uc

t
X
LM

R
oB

ER
Ta

D
eB

ER
Ta

B
A
R
T

Ll
am

a
Se

nt
im

en
t-
A
na

ly
si
s-
B
ER

T
D
at
a
A
ug

m
en

ta
ti
on

Tr
an

sl
at
in
g
da

ta
M
ul
ti
-l
in
gu

al
Tr

ai
ni
ng

Fe
at
ur

e
Se

le
ct
io
n

Checker Hacker [36] 4 § §
CLaC [37] 14 § §
Eevvgg [38] 8 § §
FactFinders 7 §
HYBRINFOX [39] 1 6 3 1 4 2 § § § § §
IAI Group [40] 3 1 4 15 2 5 § §
Indigo [41] 10 § §
JK_PCIC_UNAM [42] 5 1 § §
JUNLP 7 5 13 § §
Nullpointer [35] - 2 2 1 9 3 § §
SemanticCuetSync [43] 4 12 § §
SINAI 6 §
SSN-NLP [44] 3 § §
Tonirodriguez [45] 5 2 § § § § §
Vigilantes 8 §

- The run was submitted aer the o‌icial deadline, therefore not part of the o‌icial ranking.

4.1. Baselines

For all languages, our baseline was a multilingual SentenceBERT [46] model with a logistic regression
classier on top of it. In particular, we consider paraphrase-multilingual-MiniLM-L12-v2 model
card as one of the current top-performing models for semantic similarity. We regularized the logistic
regression classier by applying class re-weighting to account for class imbalance. We trained the
baseline model on individual language-specic training data and we evaluated it on the corresponding
test set.

4.2. Results per Language

Multilingual Three teams submitted runs to the multilingual subtask with two beating the base-
line. Team HYBRINFOX [39] ranked rst with their hybrid approach combining an ensemble of
RoBERTa [47] and SentenceBERT [46] with the rule-based-expert-system VAGO [48]. The late submis-
sion by team Nullpointer [35] achieved a better score by almost 3%-points using a system tailored to
English and translating all non-English instances using Google Translate.

Arabic The Arabic subtask attracted six teams with only two surpassing the baseline of 0.485. The
IAI Group [40] achieved a macro F1 score of 0.495, with their XLM-RoBERTa approach, which was the
top-ranked system for Arabic. The second ranked team Nullpointer [35] ne-tuned a sentiment-based
transformer model using data augmentation and used a custom classier that assigned a higher weight
to the objective class.



Bulgarian Four teams submitted runs to the Bulgarian subtask with none surpassing the baseline
scoring 0.753. The two systems at the second and third rank – team Nullpointer [35] and team
HYBRINFOX [39] – achieved similar scores of 0.717 and 0.715, respectively.

English The English subtask attracted the highest number of participants with 15 teams submitting
valid runs, 10 of which surpassed the baseline. Team HYBRINFOX was ranked rst (0.744) followed
by Tonirodriguez [45] and SSN-NLP [44]. The teams at positions four to nine achieved similar results
in the range [0.69, 0.71]. Team Indigo [41] was ranked 10th, passing the baseline by a small margin.

German Three teams submitted runs for the German subtask with only two surpassing the baseline.
Team Nullpointer achieved the rst place with a score of 0.791 surpassing the IAI Group ranking
second and the baseline by 6 and 10%-points, respectively.

Italian Four teams submitted valid runs to the Italian subtask with team JK_PCIC_UNAM ranking
rst obtaining a score of 0.792, closely followed by team HYBRINFOX. The third-positioned team
Nullpointer follows with a di‌erence of 4%-points still surpassing the baseline by a margin.

4.3. Detailed Description of the Participating Systems

Below, we describe the approaches of all participating systems; see also Table 4 for an overview.
Team CheckerHacker [49] used an ensemble of two transformer-based models: BERT-base-uncased

and XLM-RoBERTa-base. For the ensemble, they used average probabilities. In addition to the ensemble,
they implemented data augmentation.
Team CLaC [37] approached the task by leveraging an LLM (Google’s Gemini2) for classication.

They modeled the task as a multi-voter scenario where the LLM was used to create two semantically
similar sentences for each sentence in the test set. Then, the same LLM predicted the subjectivity of
each sentence using a single prompt. Finally, majority voting over the three labels was used to decide
the nal subjectivity label. Additionally, the prompt was contextualized by providing 600 randomly
selected samples from the training set.
Team Eevvgg [38] compared a number of feature-based supervised models, namely Naïve Bayes,

SVMs, logistic regression, decision trees and random forest with transformer-based models like BERT
for the English subtask, incorporating additional syntactic features deemed as stance markers.
Team FactFinders ne-tuned the Mistral-7B-Instruct-v0.2 model on the data provided for English.

(No further details are available, since this submission was not accompanied by a paper.)
Team HYBRINFOX [39] evaluated an ensemble combining a RoBERTa-based encoder, a Sentence-

BERT encoder, and lexical features. The RoBERTa and SentenceBERT embeddings were concate-
nated with subjectivity scores extracted from a rule-based expert system based on the VAGO lexical
database [48]. These scores covered aspects such as vagueness, subjectivity, detail, and objectivity.
The enriched embeddings were then fed into the downstream classier. Regarding training, only
RoBERTa was ne-tuned, while the SentenceBERT model weights were frozen. The authors used
machine translation with DeepL3 for all non-English sub-tasks.
Team IAI Group [40] experimented with the multilingual XLM-RoBERTa model for all subtasks.

They ne-tuned the model for each specic language.
Team Indigo [41] proposed a classier based on SetFit [50], in two steps. In the rst stage, the

training data was used to ne-tune a transformer using contrastive learning. The resulting transformer
generated sentence embeddings, which are fed into a Di‌erentiable Linear Neural Layer. This model is
known to require only a few training data samples, making it suitable for few-shot learning settings. In
their evaluation, the authors show the e‌ectiveness of their model compared to other conventional
ne-tuning approaches (e.g., BERT or RoBERTa), especially when trained for only a few epochs.

2https://gemini.google.com
3https://www.deepl.com/en/translator

https://gemini.google.com
https://www.deepl.com/en/translator


Team JK_PCIC_UNAM [42] used a BERT-based classier for English and Italian. They ne-tuned
two distinct BERT classiers, each tailored to a specic language. In each setting, they enriched BERT-
based embeddings with linguistic features, including the number of quotations, the percentage of nouns,
verbs, adjectives, adverbs, and sentiment probabilities from input texts provided by pysentimiento [51].

Team JUNLP ne-tuned pre-trained language models (PLMs) for Arabic, Bulgarian, and English.
They used BERT for English and multilingual BERT (mBERT) for Arabic and Bulgarian. The original
training data was used without tuning the values of the hyperparameters.
Team Nullpointer [35] ne-tuned a BERT-based classier for Arabic, Bulgarian, English, German,

and Italian. The BERT model, initially pre-trained for sentiment analysis, was ne-tuned for each
specic language, where the sentiment labels output by the model were mapped to subjectivity labels.
They handled class imbalance, and translated all non-English data to English.

Team SemanticCuetSync [43] implemented and evaluated several models based on transformers
and deep learning for English and Arabic. They experimented with linear regression, SVM, multinomial
naïve Bayes, 𝑘-nearest neighbors, random forest, CNN, CNN+LSTM, CNN+BiLSTM, and two LLMs that
were ne-tuned. They selected a LLaMA-3-8b model for their submission, as it yielded the best results
for both languages.
Team SINAI ne-tuned RoBERTa-base for English on the data provided for the task.
Team SSN-NLP [44] explored keyword- to embedding-based representations, using 𝑘NN and random

forests as well as neural networks, including transformers, all for English. They used a custom pre-
processing pipeline, which included tokenization and part-of-speech (POS) tagging to produce additional
features. Their best-performing model ne-tuned a RoBERTa-based classier enriched with POS features
concerning subjectivity and objectivity.
Team ToniRodriguez [45] ne-tuned two multilingual transformer-based classiers and XLM-

RoBERTa for English, German, and Italian. Eventually, the mDeBERTa-v3 model was chosen as the
best-performing one. Finally, they applied zero-shot cross-lingual transfer to Arabic and Bulgarian.
Team Vigilantes ne-tuned BERT for English on the data provided for the task.

5. Conclusion and Future Work

We presented an overview of Task 2 from the CheckThat! lab at CLEF 2024. The task concerned the
detection of subjective sentences in controversial news articles. The task was o‌ered in ve di‌erent
languages and also in a multilingual setting.
The majority of the submissions relied on encoder-only transformer-based architectures, either

tailored to a specic language or covering multilingualism. Some approaches also evaluated popular
large language models with instruction tuning to detect subjectivity or for data augmentation. The
most successful solutions coupled transformer-based classiers with domain knowledge in the form of
feature extraction, machine translation, and data augmentation, outperforming baselines by a large
margin in most tasks, with the exception of Arabic and Bulgarian. The best macro F1 scores ranged
between 0.49 and 0.79, which shows that there is a lot of room for improvement, especially for certain
languages.
In future work, we plan to increase the number of languages covered and focus on multi- and

cross-lingual settings.
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