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Abstract
Multi-author writing style analysis aims to identify whether different paragraphs are written by the same author.
This paper presents a method based on the Fine-tune-CoT approach, incorporating the idea of few-shot prompts.
Leveraging GPT-3.5, the method generates thought chains and corresponding answer datasets for given questions,
followed by fine-tuning on a small-scale model T5-small to accomplish the task. Experimental results on the PAN
2024 multi-author writing style analysis test dataset demonstrate the effectiveness of the proposed method, yet
indicating significant room for improvement.
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1. Introduction

The task of multi-author writing style analysis involves determining whether consecutive paragraphs
in a text are authored by the same individualr [1, 2]. Effective detection and analysis of writing styles
enable the identification of potential authorship changes within a text and evaluation of stylistic
consistency across paragraphs. This task finds broad applications in academic integrity investigations
for plagiarism detection or ghostwriting identification, as well as in literary studies for attributing
anonymous works or verifying collaborative authorship [3]. The primary approaches to this task
typically involve extracting features from text samples and employing a trained discriminator model to
assess the similarity of extracted features across different segments [4]. However, the task presents
various challenges such as text style diversity and cross-domain generalization, necessitating solutions
to these complexities [5].

This paper presents our methodology for the multi-author writing style analysis task at PAN 2024.
We utilize a teacher model, GPT-3.5 [6], to generate a dataset of thought chains based on the original
dataset. Subsequently, we fine-tune this dataset on a student model, T5 small. Finally, we submit our
operational results on TIRA.io to evaluate the performance of our approach in practical applications [7].

2. Background

Multi-author writing style analysis stands as a pivotal research area within natural language process-
ing. Traditional methods predominantly rely on manual feature extraction and conventional machine
learning models such as support vector machines, naïve Bayes, and decision trees. These approaches
entail manual extraction of features like sentence length, specific word frequencies, and syntactic
structures from text, followed by employing classification algorithms to differentiate between differ-
ent authors. However, these methods often underperform when dealing with complex and diverse
human language, especially with large-scale and diverse datasets. With the evolution of deep learning,
neural network-based approaches have significantly propelled advancements in the field of writing
style analysis. Particularly, Transformer models, excelling in handling long-range dependencies and
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understanding contextual nuances, have demonstrated outstanding performance in writing style analy-
sis tasks. Pre-trained language models based on Transformers, such as BERT [8], RoBERTa [9], and
DeBERTa [10], have found extensive usage in this task.

In tasks such as multi-author writing style analysis, a common approach involves concatenating
two sentences into sentence pairs, and then fine-tuning pre-trained models (such as BERT) or directly
applying classification learning. This method leverages the pre-trained model’s understanding of text
semantics to differentiate authorial style features by assigning different labels to sentence pairs. Such
approaches are widely applied in natural language processing for various text classification and text
pair tasks.

Innovative techniques like few-shot learning and thought chain prompting further enhance the
performance of neural network models in natural language processing tasks. Few-shot learning aims to
enable models to perform well even with minimal training samples, which is particularly advantageous
for tasks with limited annotated data. On the other hand, thought chain prompting enhances the
model’s reasoning abilities by guiding it through logical steps of inference. The Fine-Tune-CoT [11, 12]
method amalgamates the advantages of few-shot learning and thought chain prompting to enhance
performance through model fine-tuning. This method leverages pre-trained large-scale language models
to generate intermediate inference steps and answers, serving as auxiliary datasets for fine-tuning
smaller and more efficient models. This fine-tuning process enables smaller models to learn logical
reasoning and patterns captured by larger models, thereby exhibiting better performance on the target
task.

3. System Overview

3.1. Datasets

The training dataset provided by the PAN@CLEF 2024 organization is sourced from user posts across
various subreddits on the Reddit platform. It comprises English text solutions to different problem
instances, with each text corresponding to a solution for a specific problem. For each problem instance
in the training set, two files are provided. One file contains the solution to the problem, which consists
of English text organized into paragraphs. The other file contains information about the number of
authors associated with the solution and records whether there are style changes between paragraphs.
The dataset includes three difficulty levels: easy, medium, and hard, categorized based on the diversity
of topics in the paragraphs. The hard level comprises solutions with only one topic. Table 1 outlines
the distribution of the datasets across different difficulty levels.

Table 1
Distribution of the number of datasets with different difficulty levels

Type Train Validation

Easy 4200 900
Medium 4200 900
Hard 4200 900

3.2. Methods

In this paper, a methodology is proposed wherein a large-scale model generates thought chains
and corresponding answers for given questions, followed by fine-tuning on a smaller pre-trained
model. Initially, the training data undergoes simple preprocessing to remove redundant empty lines and
special characters, ensuring data consistency. Subsequently, based on the Fine-Tune CoT procedure, the
remaining tasks are divided into three steps to be completed.



3.2.1. Generate Datasets

In the first step of generating our inference data, we initially divide each text into paragraphs. Each
time, we input adjacent pairs of paragraphs into GPT-3.5, as shown in Figure 1. In the input phase,
concrete examples guide the model to reason according to the provided instances, while in the output
phase, the model generates the corresponding thought chain for the given question, along with the
answer.

The input-output process of the specific examples in Figure 1 can be abstracted as Equation (1).
(1) Input and Output template

1) Input: Instruction + CoT guidance + Example question + Example question reasoning + Example
question answer + Instruction + CoT guidance + Question,

2) Output: Answer

The output obtained through Equation (1) consists of the answer (𝑎𝑖) and the question reasoning (𝑟𝑖).
We integrate and assemble the original question (𝑞𝑖) of this instance with the output using the following
Equation (2) to form an instance Si.
(2)Si Template

Q:<𝑞𝑖>.A:Let’s think step by step <𝑟𝑖> The answer is <𝑎𝑖>

In this paper, the sampling parameters adopted are as follows: TOP-P: 0.95, Temperature: 0.7.

3.2.2. Organize Datasets

In the first step, all output instances S obtained undergo filtering and format reconstruction. During
the filtering stage, examples that are incorrect in the reasoning process are removed based on the real
labels in the dataset. Subsequently, the data is formatted and reassembled. We organize the instances S
into a new sample set T=(𝑝𝑖,𝑐𝑖), representing the text data structure required for fine-tuning the model,
where the prompt section consists of the original question Q:<𝑞𝑖>, and the result section, 𝑐𝑖, includes
the reasoning process and answer.

3.2.3. Model Fine-tuning

This paper employs the T5 small model as the student model and utilizes Low-Rank Adaptation
(LoRA) for fine-tuning. The T5 model obtained in the second step serves as the fine-tuning dataset. The
hyperparameters for fine-tuning are set as follows: r (the rank of matrix decomposition): 8, Epochs: 3,
Learning Rate: 2e-5, Weight decay: 0.01.

4. Results

To evaluate the proposed model, we employ the TIRA evaluation tool, which includes the F1 score
as a metric, which is the harmonic mean between precision and recall.

Our results on the PAN24 Multi-Author Writing Style Analysis task test set are presented in Table 2,
from which it is evident that although our fine-tuned T5 small model performs better than the baseline
on tasks of all three difficulty levels, the overall performance still remains relatively poor. Particularly,
the performance on tasks of medium and hard difficulty is notably unsatisfactory. Therefore, in future
work, we plan to enhance the fine-tuning process by augmenting the fine-tuning data. Specifically, we
may guide the fine-tuning process using data where the teacher model’s reasoning is incorrect, aiming
to derive the correct answers through reasoning rather than simply discarding erroneous inference data.
Additionally, we will introduce multiple thought chains instead of a single chain to enrich the dataset.



Figure 1: Example of Judging Sentence Style Changes



Table 2
Overview of the F1 accuracy for the multi-author writing style task in detecting at which positions the author
changes for task 1, tas 2, and task 3.

Approach Task 1 Task 2 Task 3

freezing-skeleton — — 0.484
coplanar-color 0.606 — —
fundamental-stool — 0.455 —

Baseline Predict 1 0.466 0.343 0.320
Baseline Predict 0 0.112 0.323 0.346

5. Conclusion

This paper employs a teacher model to obtain thought chains and answers, then fine-tunes a student
model for multi-author writing style analysis tasks. Table 2 presents the final test set results, which
indicate that the performance on the final test set is not satisfactory. This may be attributed to the
relatively small amount of data used for fine-tuning in the experiment. During the data filtering stage,
a large number of samples were discarded, resulting in a final fine-tuning dataset that was too small.
Additionally, the experiment did not consider multiple thought chains for a single question, leading to a
lack of diversified reasoning.
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