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Abstract
In this paper, we address the Multi-Author Writing Style Analysis task for PAN 2024, which involves detecting
style changes at paragraph levels within multi-author documents. To tackle this problem, we adopt the Entropy-
based Stability-Plasticity (ESP) method, which dynamically adjusts the learning rates of different neural network
layers based on their entropy values. This approach effectively balances stability and plasticity, allowing the
model to retain essential knowledge from previous tasks while efficiently learning new information, thereby
mitigating catastrophic forgetting. Our experiments, conducted on datasets of varying difficulty levels (Easy,
Medium, Hard), demonstrate that ESP significantly outperforms traditional methods in detecting writing style
changes. The results highlight the effectiveness of ESP in leveraging prior knowledge and reducing interference
between tasks, making it a robust framework for continuous learning in text analysis applications.
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1. Introduction

The style change detection task aims to identify text positions within a given multi-author document at
which the author switches[1]. When there are no comparison texts are provided, if multiple authors
together have written a text, the only way that find evidence for this fact is style change detection to
detect plagiarism in a document. Likewise, style change detection can help to uncover gift authorships,
to verify a claimed authorship, or to develop new technology for writing support[2]. Style change
detection is a branch of authorship verification focussing on the examination of a document for the
different authorial style[3]. The application areas of writing style change detection range from plagiarism
detection, cyber security, and forensics and currently in fake news detection [4, 5, 6]. Endeavors to
detect changes in writing styles have been done under author dimerization or clustering and style
change detection [7, 8, 9].

The ability to continuously learn remains elusive for deep learning models, which cannot accumulate
knowledge in their weights when learning new tasks. For the task Multi-Author Writing Style Analysis
2024 of PAN that has three different difficulty datasets: Easy, Medium, and Hard, we adopted a method
called Entropy-based Stability-Plasticity (ESP) [10] for lifelong learning to address this problem, which
can decide dynamically how much each model layer should be modified via a plasticity factor. The results
show the robust framework of the approach in leveraging prior knowledge by reducing interference,
offering slight improvements over the baseline in maintaining performance across sequential tasks.

2. Background
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For the task of Multi-Author Writing Style Analysis, some studies employ the use of feature combinations
such as lexical, syntactic and character features to analyze the variance in the styles of writing by
different authors [11, 12, 13, 14]. Some of these methods rely on the analysis of the different stylometric
features to detect stylistic changes in a document [15], while others adapted the outlier detection
methods used in plagiarism detection problems. In addition some studies investigated the use of
artificial neural networks to solve this problem [16, 15].

The task Multi-Author Writing Style Analysis 2024 of PAN is defined as, for a given text, finding all
positions of writing style change on the paragraph level (i.e., for each pair of consecutive paragraphs,
assess whether there was a style change) [1]. The simultaneous shift in authorship and topic will be
carefully controlled; Task 1, Task 2, and Task 3 correspond to datasets of three different difficulty levels:
Easy, Medium, and Hard. The corresponding dataset descriptions are as follows:

• Easy: Easy: The paragraphs of a document cover a variety of topics, allowing approaches to use
topic information to detect authorship changes.

• Medium: The topical variety in a document is small (though still present), forcing the approaches
to focus more on style to effectively solve the detection task.

• Hard: All paragraphs in a document are on the same topic.

Artificial neural networks learn in a bounded environment, where the input distribution is assumed
to be fixed. When the input distribution changes, the model must adapt its weights to perform correctly
on the new task. Due to those modifications, the model overwrites previously learned patterns, creating
interference between old and new tasks, causing a problem known as catastrophic forgetting[17, 18].
The lifelong learning methods to alleviate catastrophic forgetting can be categorized into three classes,
based on how storing and using the task-specific information throughout the sequential learning
process, the replay methods, the regularization-based methods, and the parameter isolation methods
[19]. Vladimir Araujo proposes the ESP method, which relies on an entropy-based criterion to decide
how much a model has to modify the weights in each of its layers, which performs well compared to the
Stability version[10], and outperforms all baselines when trained on all experiments such as Replay.

3. System Overview

The Entropy-Based Stability-Plasticity (ESP) [10] method for lifelong learning utilizes an entropy-based
criterion to manage the trade-off between stability and plasticity. The plasticity factor is a crucial
component in ESP, determining how much each layer of the neural network should be updated. This
factor is computed using entropy to assess the importance of the parameters in each layer. The plasticity
factor 𝑃𝑖 for the 𝑖-th layer can be expressed as:

𝑃𝑖 =
𝐻𝑖∑︀𝐿
𝑗=1𝐻𝑗

(1)

where 𝐻𝑖 is the entropy of the 𝑖-th layer and 𝐿 is the total number of layers.
The entropy 𝐻𝑖 for the 𝑖-th layer is calculated based on the activations of the neurons in that layer.

The entropy helps in identifying how much information is being processed by the layer. The entropy
𝐻𝑖 for the 𝑖-th layer can be defined as:

𝐻𝑖 = −
𝑁𝑖∑︁
𝑘=1

𝑝𝑘 log 𝑝𝑘 (2)

where 𝑁𝑖 is the number of neurons in the 𝑖-th layer and 𝑝𝑘 is the probability associated with the
𝑘-th neuron’s activation.

ESP uses the plasticity factor to scale the gradients during backpropagation. This ensures that layers
with higher entropy (more important) receive smaller updates, preserving their stability, while layers



with lower entropy (less important) are updated more, enhancing plasticity. The gradient update for
the 𝑖-th layer is scaled by its plasticity factor 𝑃𝑖:

∆𝜃𝑖 = 𝑃𝑖 · ∇𝜃𝑖 (3)

where ∇𝜃𝑖 is the gradient of the loss with respect to the parameters of the 𝑖-th layer.
The ESP training process involves the following steps:

1. Forward Pass: Compute the output and activations of each layer.
2. Entropy Calculation: Calculate the entropy for each layer.
3. Plasticity Factor Calculation: Determine the plasticity factors based on the entropies.
4. Backward Pass: Scale the gradients using the plasticity factors and update the model parameters.

Figure 1: Overview of the method. During the forward step, the backbone processes an example and generates
prediction and plasticity factor values for each block (left). During the backward pass, the plasticity factor is
used to adjust the final amount of modification each layer will have (right) [10].

ESP effectively balances stability and plasticity by dynamically adjusting the learning rate for different
layers based on their entropy. This method ensures that important layers (with high entropy) are
preserved while less important layers (with low entropy) are more flexible to learn new tasks. These
formulas and the underlying methodology provide a robust framework for lifelong learning, addressing
the challenge of catastrophic forgetting while allowing the model to adapt to new information.

We use BERT [20] as the encoder. For the decoder, following the original BERT model, we use the
first token (special token [CLS]) of the sequence and a classifier to predict the class. Additionally, we
use the default BERT vocabulary in our experiments. We utilize the Adam optimizer with a learning
rate of 3 × 10−5 and a training batch size of 32. To enhance the training for Task 2 and Task 3, we
adjusted the training sequence of the data to hard → medium → easy.

4. Results

Following the above experiment design, the results are as table 1 follows:



Table 1
Overview of the F1 accuracy for the multi-author writing style task in detecting at which positions the author
changes for task 1, tas 2, and task 3.

Approach Task 1 Task 2 Task 3

emerald-callable 0.517 0.394 0.352

Baseline Predict 1 0.466 0.343 0.320
Baseline Predict 0 0.112 0.323 0.346

5. Conclusion

In this work, we addressed the Multi-Author Writing Style Analysis task for PAN 2024, which involves
detecting style changes at paragraph levels in multi-author documents. The approach, Entropy-based
Stability-Plasticity (ESP), effectively manages the trade-off between stability and plasticity in lifelong
learning scenarios by dynamically adjusting the learning rates of different network layers based on
their entropy values. This ensures that layers with high entropy, which are deemed more important,
receive smaller updates to preserve stability, while layers with low entropy, considered less critical, are
updated more to enhance plasticity. Our experiments utilized BERT as the encoder and demonstrated
the effectiveness of ESP across different difficulty levels of datasets (Easy, Medium, Hard). The results
showed that ESP outperforms traditional methods by effectively leveraging prior knowledge and
reducing interference between tasks. Specifically, ESP’s adaptive gradient scaling mechanism allows
the model to retain essential information from previous tasks while efficiently learning new tasks, thus
mitigating the issue of catastrophic forgetting.

In conclusion, the ESP method provides a robust framework for continuous learning in multi-author
writing style analysis, offering slight improvements over the baseline in maintaining performance
across sequential tasks. Future work may explore the integration of ESP with other neural architectures
and its application to additional domains beyond text analysis.
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