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Abstract
This paper proposes a method that combines meta-learning and contrastive learning to address the task of
Generative AI Authorship Verification. Our motivation is to leverage supervised contrastive learning to enhance
the model’s discriminative ability by optimizing the relationships between samples. Additionally, we employ the
meta-learning algorithm Reptile to improve the generalization ability on out-of-domain data. Finally, we select
the model weights that achieve the best performance on the validation set. We obtained an average score of 0.949
on the test set.

Keywords
Authorship Verification, Contrastive Learning, Meta-learning

1. Introduction

With the widespread application of generative AI and large language models (LLMs), complex issues
have emerged, such as the spread of misinformation[1], facilitating plagiarism[2], particularly in
academic writing using LLMs[1]. This creates an urgent need to develop detectors capable of identifying
LLM-generated text. Since LLMs are trained on extensive datasets of text and code, they can produce
content that closely resembles human-written text[3]. As a result, distinguishing between human and
machine-written text has become increasingly challenging. In this study, we propose a method that
combines contrastive learning and the Reptile meta-learning algorithm to address the PAN: Voight-
Kampff Generative AI Authorship Verification task in CLEF 2024[4]. This task requires identifying the
human-written text from two given texts.

In this research, we propose a combination of comparative learning and Reptile[5] meta-learning
based approach to address the CLEF 2024 task PAN:Voight-Kampff Generative AI Authorship Verification
which requires identifying human-written texts in a given two texts[6]

2. Related work

Since 2011, the PAN organization has been continuously organizing authorship verification tasks[7].
Unlike previous focuses on cross-discourse type authorship verification, PAN 2024 Authorship
Verification[4] aims to address whether generative AI authorship verification can be solved[8]. The
task requires participants to design classification methods to distinguish between human and machine-
written texts.

In recent work on generative AI detectors, fine-tuning language models and zero-shot learning
methods are predominant [3]. Zero-shot detectors do not require additional training through supervised
signals. Major methods include perplexity (PPL) [9], probability curvature [10], and likelihood ratio
ranking (LRR) [11]. Currently, supervised fine-tuning of pre-trained language models is very powerful
in natural language understanding [12]. Recent works [3][12][13] further confirm that fine-tuning
with pre-trained language models from the BERT family can outperform zero-shot methods in-domain.
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To further improve the detection capability of unknown models, contrastive learning has also been
applied to LLMs text checking. ConDA [13] proposed a contrastive domain adaptation framework
that combines domain adaptation with contrastive learning representations, enhancing the detector’s
performance on out-of-domain data. Reviewing last year’s authorship verification task, the first-place
team Ibrahim, M.et al[14] and the second-place team Guo, M. et al[15]. both adopted feature encoding
and contrastive learning concepts. From these methods, it is evident that contrastive learning might be
key to the authorship verification task.

Inspired by [13][16][17], we propose a method that combines contrastive learning and Reptile meta-
learning[18]. Contrastive learning, by learning the relative distances between samples, avoids mapping
texts to a single label. Unlike conventional fine-tuning methods, we use Reptile meta-learning to help
the model learn better feature representations, enhancing its generalization ability.

3. Method

The goal of our model is to allow the model to learn the relative distance between samples on the same
topic, with different authors. Feeding 𝑥 text into the model yields a soft label 𝑦 that encodes the text,
the smaller the label value the more likely the text is to be judged as human-authored, and conversely
the more likely it is to be judged as AI-generated text.

3.1. Contrastive Learning

Our method revolves around constructing a training task 𝜏 , where 𝜏𝑛 is represented as a collection of
texts on the same topic written by different authors, denoted as {𝑥+0 , 𝑥

−
1 , 𝑥

−
2 , . . . , 𝑥

−
𝑛 }. In this collection,

𝑥+0 is the only positive example, representing a human author, while 𝑥−1 , . . . , 𝑥
−
𝑛 are negative examples,

representing AI-generated authors.
The text 𝑥𝑖 is input to the encoder, and the [𝐶𝐿𝑆] markers of the output vector of the last layer of

the encoder are taken as the representation 𝐸𝑖 of the text, and we feed the obtained vector 𝐸𝑖 to the
𝑅𝑒𝐿𝑈 activation function and the linear layer to obtain the soft labels 𝑦𝑖 of the input text 𝑥𝑖.

𝐸𝑖 = 𝑒𝑛𝑐𝑜𝑑𝑒𝑟(𝑥𝑖) (1)

𝑦�̂� = 𝜎(𝐸𝑖𝑊
𝑇
ℎ + 𝑏ℎ) (2)

where 𝐸𝑖 ∈ R𝑏𝑎𝑡𝑐ℎ_𝑠𝑖𝑧𝑒×ℎ,𝑊ℎ ∈ Rℎ×1, ℎ is the dimension of the hidden layer of the encoder, and 𝑏𝑛 is
the bias of the fully connected layer. The 𝜎() is the nonlinear activation function 𝑅𝑒𝐿𝑈 . We compute
the MarginRankingLoss loss function between numerical labels:

𝑙𝑜𝑠𝑠 = 𝑚𝑎𝑥(0,𝑚𝑎𝑟𝑔𝑖𝑛− (𝑦+𝑖 − 𝑦−𝑖 )) (3)

Where 𝑦+𝑖 is the soft label for positive examples, 𝑦−𝑖 is the soft label for negative examples, and
𝑚𝑎𝑟𝑔𝑖𝑛 spacing boundaries, which indicates the minimum gap between two scores, and if the value is
larger, it means that it is expected that 𝑦+𝑖 is further away from 𝑦−𝑖 .

3.2. Reptile Meta-Learning

We use the batch version of the algorithm, define slow weight as 𝜑, first copy 𝜑 model parameters as
fast weight denoted as 𝜃, use fast weight to sample n groups of training tasks on the training set to
train the updated model, get the updated �̂�, calculate the difference between �̂� and the difference of
parameter 𝜑 as the gradient direction of updating 𝜑, and carry out updating 𝜑 to get 𝜑1 by repeated
iterations,During training, we adjust the parameter weights of DeBERTa and the linear classification
layer,reptile training algorithm1



Algorithm 1 Reptile training algorithm
Input: Dataset 𝜏 , margin 𝑚, Model 𝜑, 𝑁 number of AI author categories
Output: Model parameter 𝜑

′

1: Initialising model parameters 𝜑
2: for iteration = 1,2,... 𝑡 do
3: copy model parameters 𝜑 to 𝜃
4: Sample task 𝜏1, 𝜏2, 𝜏3....𝜏𝑛 in 𝜏
5: for i = 1,2,... 𝑛 do
6: 𝑦𝑖 = 𝜃(𝜏𝑖)
7: 𝐿𝑛 = 1

𝑁

∑︀𝑗=𝑁
𝑗=1 𝑚𝑎𝑥(0,𝑚− (𝑦+0 − 𝑦−𝑗 ))

8: 𝜃
′ ← 𝐿𝑛 + 𝜃

9: end for
10: 𝜑

′ ← 𝜑− 𝜂(𝜃
′ − 𝜑)

11: Deletion of parameters 𝜃
′

12: end for

4. Experiments

4.1. Dataset statistics

We perform sequence length statistics for each author’s data in the training dataset, as shown in Figure1.
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Figure 1: Dataset statistics Analyzing the length of text sequences on a dataset.



From the chart, it can be seen that the sequence length of the training dataset is around 500. Among
them, the sequence lengths of the alpaca-7b, chavinlo-alpaca-13b, and bigscience-bloomz-7b datasets
are significantly below the average.

4.2. Experimental setup

In this study, we chose the DeBERTa-base[19] model as our pre-trained base model. We set the
hyperparameters as follows: the batch size is set to 16, the maximum sequence length is set to 512 (with
sequences longer than this being truncated), and the margin is set to 0.5. The initial learning rate is
set to 2e-5, and we train for 3 epochs. We use AdamW for optimization during each training session.
During the training phase, we use the officially provided labeled dataset to train the model. To evaluate
the model’s performance across different domains, we use the HC3 dataset [20] during the validation
phase. The results of our model on our validation set Table1

Table 1
Results of our model on the validation set we used ROC-AUC, Brier, C@1, F1, F0.5𝑢 and their mean.

ROC-AUC Brier C@1 F1 F0.5𝑢 Mean

0.998 0.972 0.991 0.974 0.973 0.981

4.3. Result

We selected the model with the best performance in validation, tested it on TIRA [9], and scored all test
tasks separately. The combined results for the test dataset are presented in the following Table3 and
Table 2.

Table 2
Overview of the accuracy in detecting if a text is written by an human in task 4 on PAN 2024 (Voight-Kampff
Generative AI Authorship Verification). We report ROC-AUC, Brier, C@1, F1, F0.5𝑢 and their mean.

Approach ROC-AUC Brier C@1 F1 F0.5𝑢 Mean

merciless-broth 0.98 0.945 0.954 0.932 0.935 0.949

Baseline Binoculars 0.972 0.957 0.966 0.964 0.965 0.965
Baseline Fast-DetectGPT (Mistral) 0.876 0.8 0.886 0.883 0.883 0.866
Baseline PPMd 0.795 0.798 0.754 0.753 0.749 0.77
Baseline Unmasking 0.697 0.774 0.691 0.658 0.666 0.697
Baseline Fast-DetectGPT 0.668 0.776 0.695 0.69 0.691 0.704

95-th quantile 0.994 0.987 0.989 0.989 0.989 0.990
75-th quantile 0.969 0.925 0.950 0.933 0.939 0.941
Median 0.909 0.890 0.887 0.871 0.867 0.889
25-th quantile 0.701 0.768 0.683 0.657 0.670 0.689
Min 0.131 0.265 0.005 0.006 0.007 0.224

Table 2 shows the results, initially pre-filled with the official baselines provided by the PAN organizers
and summary statistics of all submissions to the task (i.e., the maximum, median, minimum, and 95-th,
75-th, and 25-th percentiles over all submissions to the task).

Table 3 shows the summarized results averaged (arithmetic mean) over 10 variants of the test
dataset. Each dataset variant applies one potential technique to measure the robustness of authorship
verification approaches, e.g., switching the text encoding, translating the text, switchign the domain,
manual obfuscation by humans, etc. Please focus your description on the discussion of the results on
the main dataset, e.g., Table 2. I.e., Table 3 is only here for your completeness, please discuss only the
details on the main dataset (i.e., Table 2). A detailed description of all dataset variants will be available
in the overview notebook.



Table 3
Overview of the mean accuracy over 9 variants of the test set. We report the minumum, median, the maximum,
the 25-th, and the 75-th quantile, of the mean per the 9 datasets.

Approach Minimum 25-th Quantile Median 75-th Quantile Max

merciless-broth 0.601 0.859 0.945 0.978 0.987

Baseline Binoculars 0.342 0.818 0.844 0.965 0.996
Baseline Fast-DetectGPT (Mistral) 0.095 0.793 0.842 0.931 0.958
Baseline PPMd 0.270 0.546 0.750 0.770 0.863
Baseline Unmasking 0.250 0.662 0.696 0.697 0.762
Baseline Fast-DetectGPT 0.159 0.579 0.704 0.719 0.982

95-th quantile 0.863 0.971 0.978 0.990 1.000
75-th quantile 0.758 0.865 0.933 0.959 0.991
Median 0.605 0.645 0.875 0.889 0.936
25-th quantile 0.353 0.496 0.658 0.675 0.711
Min 0.015 0.038 0.231 0.244 0.252

5. Conclusions

In this paper, we propose a method combining contrastive learning and meta-learning to address the
task set by PAN: Voight-Kampff Generative AI Authorship Verification. Our proposed method achieved
scores of roc-auc: 0.98, brier: 0.945, c@1: 0.954, F1: 0.93, F0.5u: 0.935, and Mean: 0.949 on the leaderboard.
These results validate the effectiveness of our proposed method in the task of Generative AI Authorship
Verification.
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