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Abstract
We present an overview of Task 5 of the seventh edition of the CheckThat! Lab, which is a part of the 2024
Conference and Labs of the Evaluation Forum (CLEF). In the Rumor Verification using Evidence from Authorities
task, given a rumor expressed in a tweet and a set of authorities Twitter accounts for that rumor, participating
systems should retrieve up to 5 evidence tweets posted by those authorities, and determine the veracity of the
rumor according to the retrieved evidence. A total of 3 and 5 teams submitted their runs (5 and 11 runs) for Arabic
and for English, respectively, out of which 2 made submissions for both languages. In this paper, we present our
data construction approach, evaluation setup, and an overview of the participating systems. We publicly release
all the datasets and evaluation scripts to promote further research on this task.
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1. Introduction

The CheckThat! lab runs for the seventh time under the umbrella of CLEF 2024 [1, 2]. In this edition of
the lab six tasks were offered: task 1 on Check-Worthiness Estimation, task 2 on subjectivity detection,
task 3 on persuasion techniques, task 4 on detecting hero, villain, and victim from memes, task 5 on
rumor verification using evidence from authorities (this paper), and task 6 on robustness of credibility
assessment with adversarial examples (InCrediblAE).

In this paper, we describe in detail Task 5 of this year’s lab,1 Rumor Verification using Evidence from
Authorities. Task 5 is defined as follows: “Given a rumor expressed in a tweet and a set of authorities
(one or more authority Twitter accounts) for that rumor, represented by a list of tweets from their timelines
during the period surrounding the rumor, the system should retrieve up to 5 evidence tweets from those
timelines, and determine if the rumor is supported (true), refuted (false), or unverifiable (in case not enough
evidence to verify it exists in the given tweets) according to the evidence.”

The rest of this paper is organized as follows. We give an overview of the related work in Section 2.
We define our task, and present our adopted evaluation measures in Section 3, and Section 4 respectively.
We present a full overview about the Arabic shared task and the English shared task in Section 5 and
Section 6 respectively, including our datasets construction approach, an overview of the participants’
systems, and discuss the evaluation results . Finally, we conclude in Section 7.

2. Related Work

A large number of existing studies in the broader literature have studied rumor verification in social
media [3, 4, 5, 6, 7, 8, 9]. Most early studies has incorporated the propagation networks such as the
structure of replies [6, 10, 7, 11, 8], stance of replies [12, 13, 3, 4, 5], or retweeters metadata [9] as a
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source of evidence. Some authors have also suggested that evidence from the Web [14, 15], or stance
of authority tweets towards rumors [16, 17] can further improve the automatic rumor verification.
Rumor verification in social media was addressed in multiple languages mainly in English [12, 14, 4, 3]
or Chinese [18, 6, 7]. However, Arabic rumor verification is still under-studied. Most of the existing
studies relied on the rumor textual content solely for verification [19, 20, 21, 22]. Recently, Haouari et al.
[11] exploited the replies structure, Althabiti et al. [23] proposed detecting sarcasm and hate speech in
the replies, while Albalawi et al. [24] leveraged the images and videos embedded in the rumor tweet.
Differently, we propose incorporating the evidence tweets retrieved from the authority timelines for
Arabic and English rumor verification.

3. Task Definition

The Rumor Verification using Evidence from Authorities task consists of two subtasks defined as follows:

• Evidence Retrieval: Given a rumor expressed in a tweet and a set of authorities for that rumor,
the system should retrieve evidence tweets posted by any of those authorities. An evidence tweet
is a tweet that can be further used to detect the veracity of the rumor. The set of authorities has
one or more authority Twitter accounts, represented by a list of tweets from their timelines that
are posted during the period surrounding the rumor.

• Rumor Verification: Based solely on the evidence tweets retrieved by the above subtask,
determine if the rumor is supported (true), refuted (false), or unverifiable (in case not enough
evidence to verify it exists).

4. Evaluation Measures

Evidence retrieval. The official evaluation measure for evidence retrieval is Mean Average Precision
(MAP). We also report Recall@5.

Rumor Verification. We use the Macro-F1 to evaluate the classification of the rumors. Additionally,
we consider a Strict Macro-F1 where the rumor label is considered correct only if at least one retrieved
authority evidence is correct.

5. Arabic Shared Task

In this section, we give an overview about the Arabic shared task. We present our dataset construction
approach in Section 5.1. The approaches adopted by the participating systems, and their evaluation
results are presented in Section 5.2, and Section 5.3 respectively.

5.1. Dataset

To construct our dataset,2 we randomly selected 160 rumors from two existing datasets namely AuFIN [25,
26] and AuSTR [17]. Specifically, we selected 99 (61.9%) from AuFIN and 61 (38.1%) from AuSTR. We
then annotated the dataset following two steps 1) finding authorities that may tweet evidence that can
help in rumor verification (Section 5.1.1), and 2) evidence extraction including the authority timelines
collection and annotation (Section 5.1.2). Our task dataset, covers 160 rumors annotated with their
corresponding 692 authority timelines, comprising about 34k annotated tweets in total. We randomly
split the data into 96 training, 32 development, and 32 test examples.

2https://gitlab.com/checkthat_lab/clef2024-checkthat-lab/-/tree/main/task5
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5.1.1. Authority Finding

The task is proposed recently by Haouari et al. [25]. They define an authority for a specific rumor as an
entity having the real knowledge or power to verify or deny that rumor. For example, if the rumor is about
a Sports event in Qatar, then ministry and minister of Sports and Youth, and managers of the event are
potential authorities. AuFIN rumors are already associated with their relevant authorities, however
AuSTR rumors are only associated with an authority tweet either supporting, refuting or irrelevant
to the rumor. Therefore, for AuSTR rumors, in addition to considering the authority of the associated
authority tweet, we collected more authorities for each rumor following the same approach proposed
by Haouari et al. [25]. Two annotators, co-organizers of this task, performed the task independently,
then met to discuss their annotations. Only potential authorities that both annotators agreed upon
during their meeting were kept in our data.

5.1.2. Evidence extraction

To collect the authority timelines, we used the Twitter Academic search API which facilitates collecting
users historical timelines.3 We consider the rumor tweet as a pointer to the time span of the rumor
propagation, where we assume that the rumor is circulating for a few days before and/or after the rumor
tweet posting time. Therefore, we limit the authority timelines to the tweets within 3 days before and
after the rumor tweet posting time. To extract the evidence from the collected timelines, we performed
two steps:
(1) Annotation: Following our annotation guidelines, one annotator labeled all tweets in all authority
timelines as supporting, refuting, or carrying not enough info towards the corresponding rumor tweet.
To measure the quality of our data, and to have a double-annotated sample, a second annotator then
labeled solely one authority timeline per rumor. At the end of this stage, we measured the data quality
of the double-annotated sample using Cohen’s Kappa for inter-annotator agreement [27] as 0.67, which
indicates “substantial” agreement [28]. It is worth mentioning, that any disagreement between the
annotators was then resolved in the next stage.
(2) Resolving Disagreements: As a final step, both annotators met to discuss and resolve any
disagreements in the double-annotated sample, and hence decide the final labels. Refer to [29] for more
details about our data construction process.

5.2. Overview of the Participating Systems

For the Arabic shared task, 3 teams submitted a total of 5 runs. In the following, we present their
proposed approaches.

bigIR. This team submitted 2 runs adopting two SOTA models for fact checking namely MLA [30]
and KGAT [31]. For evidence retrieval, MLA is a BERT-based binary classifier fine-tuned to classify
whether an authority tweet is an evidence or non-evidence, and the input to the model are pairs of
(rumor_tweet, authority_tweet). At training they considered only a sample of non-evidence tweets
for each rumor.4 At inference, every (rumor_tweet, authority_tweet) of the test set is passed to the
fine-tuned model and softmax scores were used to get the top N authority tweets. KGAT model is also
BERT-based model, however the margin ranking loss is adopted to maximize the distance between the
positive and the negative (rumor_tweet, authority_tweet) pairs. At inference, the scores obtained by
passing each pair is used to rank the authority tweets.

The top 5 retrieved evidence tweets are then used to fine-tune their rumor verification model,
adopting the MLA and KGAT claim verification models. KGAT is reasoning model adopting Kernel
Graph Attention Network to construct a fully connected graph using the retrieved evidence. MLA on
the other hand, adopts multi-task learning considering the verification as the main task, and evidence

3https://developer.x.com/en/docs/twitter-api/tweets/search/api-reference/get-tweets-search-all
4They set the number of negative examples as 4 times the number of positive examples.
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retrieval as an auxiliary task. For all their evidence retrieval and rumor verification models they used
MARBERTv2 [32],5 an Arabic BERT model pre-trained using 1 billion Arabic tweets. They fine-tuned
all models for 5 epochs using a batch of size 8 using 4 different learning rates [2e-5, 3e-5, 4e-5, 5e-5].
They selected the best evidence retrieval and rumor verification models on the dev set based on Mean
Average Precision (MAP) and Macro F1 respectively.

IAI Group. This group submitted 2 runs, adopting a zero-shot setup for both evidence retrieval and
rumor verification. For evidence retrieval, they experimented with two approaches namely 1) using
ColBERT-XM [33], a multilingual pre-trained model for semantic search, and 2) using cross-encoders.
For rumor verification, in both runs, they leveraged the xlm-roberta-nli which is a RoBERTa model
pre-trained with a combination of Natural Language Inference (NLI) data in multiple languages [34].

SCUoL. This team submitted 1 run where they focused solely on the rumor verification subtask. They
leveraged an existing Arabic fact checking system [35], where they passed the rumor tweet solely to
the system to get the veracity label.

5.3. Evaluation Results

In this section, we present and discuss the results of the participating systems for both evidence retrieval
and rumor verification against our baseline.

Baseline: We adopted KGAT [31], a SOTA model for fact-checking. We fine-tuned both its evidence
retrieval and rumor verification models on FEVER English fact-checking dataset [36] following the
authors setup but using multilingual BERT (mBERT) [37].6 We then test on our Arabic test data.

Evidence Retrieval: As presented in Table. 1, 4 out 5 runs managed to outperform the baseline
significantly. bigIR team primary run outperformed all models in terms of all evaluation measures,
fine-tuning their model on AuRED data. We can also observe that although IAI Group adopted a
zero-shot approach significantly outperformed the baseline. Moreover bigIR secondary run which is the
model used as a baseline. i.e., KGAT, but fine-tuned on AuRED show a big improvement which shows
the importance of in-domain data for the task.

Table 1
Evidence retrieval (Arabic) official evaluation results, in terms of MAP, and Recall@5. The teams are ranked
only based on their primary runs by the official evaluation measure MAP. Submissions with a + sign indicate
submissions by task organisers.

Rank Team (run ID) MAP Recall@5

1 bigIR+ (bigIR-MLA-Ar) 0.618 0.673
- IAI Group (IAI-Arabic-Crossencoder) 0.586 0.601
2 IAI Group (IAI-Arabic-COLBERT) 0.564 0.581
- bigIR+ (bigIR-KGAT-Ar) 0.560 0.625

Baseline 0.345 0.423

3 SCUoL (SCUoL) - -

Rumor Verification: As presented in Table. 2, we observe that IAI Group primary and secondary
runs outperformed all runs significantly although adopting a zero-shot approach. The results highlight
that even the two models fine-tuned on the task data, bigIR models, could not achieve comparable

5https://huggingface.co/UBC-NLP/MARBERTv2
6https://huggingface.co/bert-base-multilingual-uncased
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results to the best performing model. We observe that one of the bigIR models outperforms the baseline
on Macro F1 only but could not beat it in terms Strict Macro F1, while the second could not even beat
the baseline across all measures. This could be attributed to the small number of training examples. i.e.,
96 rumors only. Finally, we observe that the run submitted by SCUol team achieved better than the
baseline although not considering the authority evidence.

Table 2
Rumor verification (Arabic) official evaluation results, in terms of Macro F1, and Strict Macro F1. The teams are
ranked only based on their primary runs by the official evaluation measure Macro F1. Submissions with a + sign
indicate submissions by task organisers.

Rank Team (run ID) Macro F1 Strict Macro F1

1 IAI Group (IAI-Arabic-COLBERT) 0.600 0.581
- IAI Group (IAI-Arabic-Crossencoder) 0.460 0.433
2 bigIR+ (bigIR-MLA-Ar) 0.368 0.300
3 SCUoL (SCUoL) 0.355 -

Baseline 0.347 0.347

- bigIR+ (bigIR-KGAT-Ar) 0.258 0.258

6. English Shared Task

This year, a major extension for the Authority Finding task is running over English data in addition
to Arabic. As English is a globally dominant language, this attracted more researchers, developers,
and participants, thereby increasing the task’s visibility and impact. In this section, we present our
dataset construction approach (Section 6.1), participating systems (Section 6.2), and evaluation results
(Section 6.3) of the English Shared Task.

6.1. Dataset

To construct the English dataset, we translated the Arabic dataset (refer to Section 5.1). The rationale
behind this approach is that topics and issues concerning the Arab region are frequently discussed in
English, especially by Arab users who communicate in English on Twitter. Additionally, international
journalists who do not speak Arabic are interested in ongoing discussions in the region. Therefore,
translations help us capture representative rumors that can be discussed within English content on
Twitter while also reducing the annotation effort. We have followed a two stage process of automatic
translation and manual validation that we discuss in the following.

Automatic translation We automatically translated the entire Arabic dataset using Googletrans
library.7 We translated all 160 rumor tweets, and their associated authority tweets.

Manual Validation While automatic translation can expedite the development of monolingual and
cross-lingual authority finding systems, it introduces several challenges that could affect the quality
and reliability of the resulting data. To address this, we manually validated the translations of a random
sample of tweets. Specifically, we reviewed the translations of all rumors and a sample of 2,138 tweets
from authorities timelines. We edited 514 (24%) tweets to correct errors and inaccuracies while 1,624
tweets (75.96%) remained unedited.

7https://py-googletrans.readthedocs.io/en/latest/
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Challenges Through the validation process, we have observed issues and challenges that we addressed
to maintain the quality and reliability of the dataset. We discuss a few in the following:

• Inaccuracies: Automatic translation tools can produce inaccurate translations, especially for
complex sentences, idiomatic expressions, and context-dependent phrases. These inaccuracies
can lead to errors in the dataset.

• Loss of Nuance and Context: Automatic translations may fail to capture the nuanced meanings
and cultural context of the original text. This can result in a loss of important information.

• Inconsistencies: Automatic translations may change for the same text, leading to inconsistencies
within the same dataset.

Despite these challenges, we opted to enable the development of English systems and consider better
approaches for constructing the dataset in the future.

6.2. Overview of the Participating Systems

For the English shared task, 5 teams submitted a total of 11 runs. In the following, we present their
proposed approaches.

AuthEv-LKolb [38]. This team participated with 3 runs. They adopted OpenAI GPT-4 assistant for
rumor verification in all their runs, where they pass each single rumor-evidence pair prompting GPT-4
to return a judgement and a confidence. The N judgements are then combined into a final label. For
evidence retrieval for two of their runs, they adopted OpenAI embeddings and computed the cosine
similarity between the embedding vectors of the rumor tweet and each authority tweet to get the closest
top N. In their third run, they adopted a simple PyTerrier BatchRetrieve pipeline of BM25 and PL2
to retrieve the top evidence tweets. The authors in one of their runs used external data where they
collected the authorities Twitter account information, and augmented the input text with the authority
name and bio for both the evidence retrieval and rumor verification.

Axolotl [39]. They submitted 3 runs, where they adopted for evidence retrieval BM25 lexical retrieval.
To retrieve for relevant authority tweets, they give importance to hashtags in the rumor tweet by
boosting them with respect to just text. For two of their runs they further reranked the top retrieved
tweets using either sentence-t5-base,8 or Llama3 8B. For rumor verification, they adopted a stance-based
approach using either Llama3 8B or all-mpnet-base-v2.9

bigIR. The team participated with 2 runs adopting the same models and setup used for Arabic.
However, they replaced MARERTv2 with the English BERT base [37].10

DEFAULT [40]. They formulated the task as a retrieval-augmented classification and jointly trained
the rumor verification classifier and the evidence retriever. They fine-tuned ColBERT [41] and used
MaxSim score as the similarity score.

IAI Group. They adopted a zero-shot setup for both their runs. For evidence retrieval they adopted
either ColBERT or cross-encoders. For rumor verification they exploited a RoBERTa model pre-trained
with NLI task data.

6.3. Evaluation Results

In this section, we present and discuss the results of the participating systems for both evidence retrieval
and rumor verification against our baseline.
8https://huggingface.co/sentence-transformers/sentence-t5-base
9https://huggingface.co/sentence-transformers/all-mpnet-base-v2
10https://huggingface.co/google-bert/bert-base-uncased
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Table 3
Evidence retrieval (English) official evaluation results, in terms of MAP, and Recall@5. The teams are ranked
only based on their primary runs by the official evaluation measure MAP. Submissions with a + sign indicate
submissions by task organisers.

Rank Team (run ID) MAP Recall@5

- IAI Group (IAI-English-Crossencoder) 0.628 0.676
1 bigIR+ (bigIR-MLA-En) 0.604 0.677
2 Axolotl (run_rr=llama_sp=llama_ rewrite=3_boundary=0,4_hashtagW=1) 0.566 0.617
3 DEFAULT (DEFAULT-Colbert1) 0.559 0.634
4 IAI Group (IAI-English-COLBERT) 0.557 0.590
5 AuthEv-LKolb (AuthEv-LKolb-oai) 0.549 0.587
- bigIR+ (bigIR-KGAT-En) 0.537 0.618
- AuthEv-LKolb (AuthEv-LKolb-terrier-oai-preprocessing) 0.524 0.563
- AuthEv-LKolb (AuthEv-LKolb-oai-extdata) 0.510 0.619
- Axolotl (run_rr=dl_sp=llama_ rewrite=0_boundary=0,2_hashtagW=1) 0.489 0.545
- Axolotl (run_rr=none_sp=dl_ rewrite=0_boundary=0,1_hashtagW=1) 0.489 0.545

Baseline 0.335 0.445

Baseline: We adopted the same model fine-tuned for the Arabic shared task baseline (refer to Sec-
tion 5.3), but we tested on our English test data.

Evidence Retrieval: As shown in Table. 3, all the submitted runs outperformed our baseline. Looking
at the primary runs, we observe that the models fine-tuned using the task data, bigIR-MLA-En and
DEFAULT-Colbert1 runs, got the 1𝑠𝑡 and 3𝑟𝑑 place respectively. The results also highlights that although
Axolotl team run achieved a 2𝑛𝑑 position, bigIR outperforms it with a big margin. Interestingly, the IAI
Group secondary run, under zero-shot setup, improved the retrieval in terms of MAP compared to the
leading team but could not improve the recall of evidence.

Table 4
Rumor verification (English) official evaluation results, in terms of Macro F1, and Strict Macro F1. The teams
are ranked only based on their primary runs by the official evaluation measure Macro F1. Submissions with a +
sign indicate submissions by task organisers.

Rank Team (run ID) Macro F1 Strict Macro F1

- AuthEv-LKolb (AuthEv-LKolb-oai-extdata) 0.895 0.876
1 AuthEv-LKolb (AuthEv-LKolb-oai) 0.879 0.861
- AuthEv-LKolb (AuthEv-LKolb-terrier-oai-preprocessing) 0.831 0.831
2 Axolotl (run_rr=llama_sp=llama_rewrite=3_boundary=0,4_hashtagW=1) 0.687 0.687
- Axolotl (run_rr=dl_sp=llama_rewrite=0_boundary=0,2_hashtagW=1) 0.630 0.570
- Axolotl (run_rr=none_sp=dl_rewrite=0_boundary=0,1_hashtagW=1) 0.574 0.492

Baseline 0.495 0.495

3 DEFAULT (DEFAULT-Colbert1) 0.482 0.454
- IAI Group (IAI-English-Crossencoder) 0.459 0.444
4 bigIR+ (bigIR-MLA-En) 0.458 0.428
5 IAI Group (IAI-English-COLBERT) 0.373 0.373
- bigIR+ (bigIR-KGAT-En) 0.373 0.373

Rumor Verification: As presented in Table. 4, only 2 teams were able to outperform the baseline,
AuthEv-LKolb and Axolotl, adopting LLMs namely GPT4 or Llama respectively. The results highlight
that the models adopting the fine-tuning setup (bigIR and DEFAULT models), or zero-shot setup using
pre-trained language models (IAI group models) could not outperform the baseline. We can conclude



that, adopting LLMs can perform well on the verification task achieving Macro F1 of 0.895. However,
further investigation is required to compare their performance against models fine-tuned using the task
data but with a large number of rumors.

7. Conclusion

In this paper, we presented a detailed overview of the CLEF 2024 CheckThat! Lab Task 5 for Rumor
Verification using Evidence from authorities. For evidence retrieval, participants adopted either a
zero-shot setup or a fine-tuning setup using the task data. For the zero-shot setup they leveraged
existing pre-trained language models, LLMs, traditional lexical retrieval such BM25, or combination
of these models. For rumor verification, only the models adopting LLMs managed to outperform the
baseline. As a future work, we plan to enlarge the task dataset and incorporate more languages.
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