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Abstract
Text detoxification is a text-to-text generation task that relies on available data for experiments. In recent years,
this task has primarily focused on well-resourced languages while neglecting lower-resource languages. This
work explores various approaches to building a multilingual solution for different languages, with an emphasis on
9 languages in the Multilingual Text Detoxification Task at PAN 2024. Throughout the experiments, we consider
not only different model types but also employ fine-tuning on various combinations of datasets. As a result,
we achieve third place in human evaluation and show promising progress towards developing a multilingual
solution for the text detoxification task using large language models such as mT0 and XGLM. We also observe
that fine-tuning on combinations of relatively similar languages is a promising direction—especially when real
data for some languages is lacking.
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1. Introduction

Text detoxification is the process of rewriting a given text to remove or rephrase toxic or rude elements,
making it more respectful and appropriate for a wider audience. This task has gained significant
attention due to the growing concern for creating a safer and more inclusive online environment
[1]. The text detoxification task presents several challenges. One primary issue is establishing clear
and formalized criteria for defining inappropriate content. Another challenge lies in deciding the
appropriate action for detected inappropriate parts of a sentence—whether they should be deleted,
rewritten, or preserved—and whether the original meaning should be revised. While annotation criteria
can help address these concerns, ensuring consistent understanding across different research studies
and proposed datasets is crucial for making detoxification methods more deterministic and stable.

Another significant challenge here is the application of detoxification methods across various lan-
guages [2]. Current research predominantly focuses on high-resource languages such as English and
Russian, while languages with fewer resources and data remain underrepresented. To address this gap,
the PAN at CLEF 2024 has introduced a Multilingual Text Detoxification task [3, 4], offering data for 9
languages to support and advance research and development in this critical area.

In this study, we focus on developing a multilingual solution for the text detoxification task. We
explore various methodologies, including training of encoder-decoder models such as mBART[5] and
mT0 [6], as well as the training of decoder-only Large Language Model (LLM) XGLM[7]. Additionally, we
conduct experiments on cross-lingual transfer by training models with different language combinations
to achieve the highest performance on the test evaluation set. The combination of predictions from
such models as mT0 and XGLM proved to be our best solution, securing fourth place in the test stage
based on automatic evaluation and third place according to manual human evaluation.
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2. Related work

In earlier works, unsupervised methods like CondBERT [8] demonstrated effectiveness in the text
detoxification task by identifying and rephrasing toxic parts of the text. However, these methods were
eventually surpassed by encoder-decoder approaches [9, 2]. Consequently, newer methods emerged,
treating detoxification similar to machine translation task, where toxic text is the input and the detoxified
version is the output. This approach has led to the inclusion of a growing number of languages, fostering
solutions for languages previously unaddressed. For example, [10] organized a competition centered on
detoxifying Russian text, highlighting various methods, including decoder-only models. Additionally,
[11] introduced a dataset for English and proposed new detoxification methods. Following this, [12]
investigated strategies for transferring knowledge to new languages using translation models as an
intermediary step.

Our work aims to address the underrepresentation of methods for different languages by considering
a new dataset for nine languages.

3. Experimental setup

3.1. Models

Most recent high-performing text detoxification approaches rely on encoder-decoder models. We
decided to start with models of this architecture and include decoder-only LLMs, which have shown
impressive results in natural language processing (NLP)[13]. Our experiments consider encoder-decoder
models such as mBART and mT0, while for the decoder-only approach, we focus on XGLM. Previous
studies have highlighted the effectiveness of models like mBART and mT5[14], but we decide to
also consider mT0 due to its multitask fine-tuning capability, which could be advantageous for text
detoxification. Additionally, in our selection of decoder-only model, we choose XGLM because of its
multilingual nature and good reported performance results. It’s worth noting that XGLM was not
trained on Amharic data; thus, no results are reported in this language here. Regarding the mT0, we aim
to consider different model sizes such as base1, large2, and xl3. Also, we consider XGLM (7.5B)4 only.

3.2. Fine-tuning pipeline

Along with the dataset provided for the development5, we utilize both English6 and Russian7 ParaDetox
[11] datasets during the experiments. Our objective is to utilize these monolingual datasets to tailor
models for text detoxification before fine-tuning on the provided multilingual dataset. As previously
stated in Section 1, potential discrepancies exist in the collected datasets. Therefore, we do not consider
merging such datasets for fine-tuning and decide to utilize them separately.

Though we consider both encoder-decoder and decoder-based models, the fine-tuning process in
general is not necessarily different. We examine two types of datasets during fine-tuning: utilizing
English and Russian ParaDetox datasets as well as the MultilingualParaDetox dataset for nine languages.
With the first ones, we explore whether initial fine-tuning on English and Russian languages improves
the convergence of multilingual models during final fine-tuning on the MPD dataset. Finally, we conduct
fine-tuning on a multilingual dataset using different language combinations: (i) monolingual fine-tuning
on each language independently; (ii) multilingual fine-tuning using all available languages; (iii) fine-
tuning on different combinations of languages. For the third approach, our hypothesis suggests that
closely related languages significantly impact fine-tuning success more than a monolingual approach.

1bigscience/mt0-base
2bigscience/mt0-large
3bigscience/mt0-xl
4facebook/xglm-7.5B
5textdetox/multilingual_paradetox
6https://huggingface.co/datasets/s-nlp/paradetox
7https://huggingface.co/datasets/s-nlp/ru_paradetox

bigscience/mt0-base
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Also, since the MPD lacks annotated data—with only 400 examples available for each language—various
combinations of similar languages should be considered to augment training data and may lead to
improved performance on holdout sets.

Due to the constraints of computational resources for LLMs like mT0-xl and XGLM, we choose not
to fine-tune all their weights. Instead, we investigate the potential of utilizing Low Rank Adaptation
(LoRA) [15] to facilitate the training of these large models.

4. Results

During the experiments, prompts are not used, and we rely solely on model convergence without
providing additional instructions during fine-tuning and evaluation. Additionally, early stopping [16] is
employed. All reported results are based on metric values measured automatically on the test set.

We iteratively test our hypotheses without considering all potential scenarios within each experiment
iteration, so we do not present results for every experimental setup.

4.1. Multilingual fine-tuning

First, we aim to investigate the multilingual performance of various models and consider fine-tuning
them on different combinations of datasets, including PD and MPD. Table 1 presents the results of these
experiments. Notably, utilizing the PD dataset can enhance target performance in most languages after
fine-tuning mBART and mT0-large.

For other models, we decided not to explore different combinations of datasets due to the large size
and complexity of experiments. Thus, for them we only included results for PD and MPD together. As
we can see, mT0-large achieves the maximum absolute values in target performance in five languages;
mT0-xl+LoRA is the best for one language only, and XGLM+LoRA performs the best in three languages.

Table 1
Test results of different multilingual models based on the datasets used during fine-tuning.

Model Dataset en es de zh ar hi uk ru am
mBART MPD 0.36 0.28 0.31 0.05 0.19 0.11 0.24 0.27 0.08
mBART PD+MPD 0.38 0.26 0.28 0.07 0.24 0.14 0.25 0.34 0.11

mT0-base MPD 0.35 0.25 0.28 0.07 0.31 0.12 0.31 0.30 0.09
mT0-base PD+MPD 0.38 0.29 0.32 0.06 0.36 0.13 0.34 0.32 0.11
mT0-large PD+MPD 0.48 0.39 0.42 0.11 0.43 0.2 0.48 0.46 0.17

mT0-xl+LoRA PD+MPD 0.41 0.41 0.45 0.10 0.47 0.16 0.43 0.41 0.15
XGLM+LoRA PD+MPD 0.44 0.466 0.43 0.08 0.505 0.303 0.42 0.40 -

4.2. Fine-tuning across different combination of languages

In Section 4.1, we found that mT0-large and XGLM+LoRA showed the most promising performance.
However, conducting experiments with LLMs like XGLM requires significant computational resources
and time. Since our focus in this section is to explore fine-tuning across various language combinations,
we choose to conduct experiments here with mT0-large only due to the trade-off between its size and
multilingual performance.

In Table 2, we present the results obtained from fine-tuning using different combinations of languages.
Specifically, we observe that fine-tuning the model in Russian or Ukrainian separately yields poorer
performance than fine-tuning their combination. Similar patterns were observed in experiments with
Hindi and Amharic, where training on their combination resulted in the best performance. However,
when it comes to German, English, Spanish, and Arabic, fine-tuning using their combination shows
worse results than fine-tuning them separately. Nevertheless, English and Spanish still exhibit similar
improvement patterns when combined.



As a result, we can approve our hypothesis that closely related languages can serve to improve results
while training on their combination, enriching the training dataset.

Table 2
Test results for the mT0-large based on the combination of languages used during fine-tuning.

Dataset en es de zh ar hi uk ru am
PD RU + MPD RU - - - - - - - 0.456 -
PD RU + MPD UK - - - - - - 0.543 - -

PD RU + MPD RU+UK - - - - - - 0.583 0.525 -

MPD HI - - - - - 0.245 - - -
MPD AM - - - - - - - - 0.285

MPD HI+AM - - - - - 0.274 - - 0.298
PD EN + MPD EN 0.525 - - - - - - - -

MPD DE - - 0.502 - - - - - -
PD EN + MPD EN+DE 0.471 - 0.481 - - - - - -

MPD ES - 0.35 - - - - - - -
PD EN + MPD ES+EN 0.498 0.39 - - - - - - -

MPD AR - - - - 0.502 - - - -
MPD ES+AR - 0.37 - - 0.491 - - - -

4.3. Excluding toxic lexicon from combined results

Based on the reported results, our final submission combines the top-performing outputs from the
mt0-large model for English, German, Ukrainian, Russian, and Amharic with those from XGLM+LoRA
for Spanish, Arabic, and Hindi. Although we could not exceed the performance of the delete baseline for
Chinese, we have replicated its results and included them in our final submission.

Afterward, we chose to preprocess these combined results by excluding words from a multilingual
toxic lexicon dataset8 provided in the competition. Table 3 illustrates a comparison of the results before
and after excluding toxic lexicon words at this stage. As we can see, the removal of such words positively
impacts almost all languages, though it did not affect the results for Chinese and German.

Table 3
Test results of the submission with the best combined outcomes before and after excluding toxic lexicon words.

en es de zh ar hi uk ru am
Before 0.525 0.466 0.502 0.175 0.505 0.303 0.583 0.525 0.298
After 0.531 0.472 0.502 0.175 0.523 0.320 0.629 0.542 0.311

4.4. Manual evaluation results

As mentioned earlier, our top submission secured fourth place in the automatic test evaluation, yet it
reached third place in the manual evaluation through human annotation (refer to Table 4). Notably,
according to human evaluation, our results for such languages as Spanish, Hindi, and Arabic are the
top ones, indicating that decoder-only LLMs are more effective at handling the text detoxification task
and generating more human-like text.

5. Conclusion

This study explored fine-tuning various models with different architectures for the task of text detoxifi-
cation. Our experiments also investigated the use of varied combinations of datasets and languages

8textdetox/multilingual_toxic_lexicon

textdetox/multilingual_toxic_lexicon


during fine-tuning. By combining different approaches, we achieved fourth place in test evaluation and
third place in human evaluation. In this work, we particularly demonstrated that cross-lingual transfer
between languages is a promising approach, improving languages such as Ukrainian and Amharic by
transferring knowledge from closely related languages such as Russian and Indian respectively. We
also showed that training decoder-only LLMs can be a promising direction, yielding the best results
according to human evaluation, which totally aligns with the latest advancements in the NLP sphere.

Table 4
The leaderboard with first 5 participants ranked by the target average metric. Top-1 results are highlighted by
bold and underline; Top-3 participants are highlighted by bold.

Participant average en es de zh ar hi uk ru am

Human References 0.85 0.88 0.79 0.71 0.93 0.82 0.97 0.90 0.80 0.85

SomethingAwful 0.77 0.86 0.83 0.89 0.53 0.74 0.86 0.69 0.84 0.71
adugeen 0.74 0.83 0.73 0.70 0.60 0.82 0.68 0.84 0.76 0.71
VitalyProtasov 0.72 0.69 0.81 0.77 0.49 0.79 0.87 0.67 0.73 0.68
nikita.sushko 0.71 0.70 0.62 0.79 0.47 0.89 0.84 0.67 0.74 0.68
erehulka 0.71 0.88 0.71 0.85 0.68 0.78 0.52 0.63 0.65 0.69
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