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Abstract
This paper introduces the application of Virtual Softmax for the PAN 2024 multi author writing style analysis
task. We found that tasks with the same topic are particularly challenging due to difficulties at classification
boundaries. To address this problem, we integrated Virtual Softmax into the Transformer architecture to provide
additional feature supervision, enhancing the recognition ability of model. Finally, we achieved F1 scores higher
than the baseline method on the three tasks in the official test set.
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1. Introduction

Multi-Author Writing Style change detection involves identifying whether different paragraphs within
the same document are written by different authors. [1] This technique holds significant importance
in academic research and has extensive practical applications. For instance, in academia, style change
detection can be used for detecting plagiarism in scholarly papers; in the publishing industry, it can
help identify ghostwriting; and in the legal field, it can assist in verifying the authenticity of documents.
Therefore, further research and enhancement of style change detection technology can not only elevate
academic research but also provide robust technical support across various domains.

On this task PAN organized [2], Multi-Author Writing Style change detection is divided into three
tasks:

· Task 1: The paragraphs of a document cover different topics.
· Task 2: The paragraphs of the document may cover different topics or the same topics.
· Task 3: All paragraphs in a document are on the same topic.

In this paper, we find that tasks with the same topic are difficult to identify for detecting author
changes. The reason is that some data cause classification difficulties at classification boundaries.
In this paper, we utilize the Virtual Softmax [3] to enlarge the inter-class margin and compress the
intra-class distribution. Therefore, we integrate Virtual Softmax into a Roberta [4] architecture to
enhance classification capabilities and provide feature supervision during training, thus enhancing the
identification ability of features.

2. Related work

With the rise and improvement of large language model technology, the methods for handling complex
tasks have undergone significant changes. Traditional work, such as the research by Gómez-Adorno
et al. [5], relied on the design of stylometric features and the use of machine learning methods for
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prediction. However, the focus has now shifted towards fine-tuning large language models using various
techniques. For instance, in PAN 2023, Ye et al. [6] work employed contrastive learning for supervised
fine-tuning, achieving remarkable results.

In our work, we compared the performance of three pre-trained transformer-based models on Task
1 to select the most suitable base model. Additionally, we applied data augmentation techniques and
used Virtual Softmax to enhance the model’s performance in handling samples near the classification
boundaries.

3. Method

3.1. Network Architecture

The Transformer [7] architecture is technologically mature and includes well-developed models such
as BERT [8], RoBERTa [4], and DistilBERT [9]. This architecture, pre-trained on a large corpus, has
strong contextual understanding capabilities. We compared the F1 performance of models with the
same parameters in task1, then chose RoBERTa as the base model, as shown in the Table1.

Table 1
Task1 Performance comparison

Task 1

BERT 0.9155
DistilBERT 0.9164
RoBERTa 0.9741

In our work, we use the RoBERTa-based model as the encoder to process the input text. The input
text paragraphs are first tokenized and then fed into the RoBERTa model for encoding. The pooled
output of the [cls] token, represents the contextual features of the entire paragraph. This output is then
passed through a Virtual Softmax layer. The model is trained using a cross-entropy loss function to
perform our classification task. During training, the extracted paragraph features are fed into a Virtual
Softmax layer, enabling the model to perform a three-class classification task. An additional class is
introduced to provide feature supervision, which compresses the inter-class space of the other two
classes, thereby enforcing stricter boundary constraints.

Figure 1: Model Architecture



3.2. Virtual Softmax

To enhance the model’s discriminative power, we integrate a Virtual Softmax layer. During the training
phase, no additional processing is performed on the input data and Virtual Classes are directly added.
During the evaluation phase, we choose the category with the highest probability among the non-virtual
classes. These classes do not correspond to actual categories but are used to increase the complexity of
the training process, thereby strengthening the model’s discriminative abilities. The core idea is to add
noise by incorporating these virtual classes, forcing the model to generalize better when faced with real
data. Specifically, for a given classification task, the additional injected classes introduce a new and
tighter decision boundary for the original classes, compressing their inter-class distribution.

4. Experiments

4.1. Experiments setting

In this work, we select the RoBERTa-based model [4] for classification. The model consists of 12 layers
and 12 attention heads, with a hidden size of 768. The maximum sequence length is set to 256, the
learning rate is 1e-5, and the batch size is 32. These experimental settings are consistent with the
comparative experimental settings for BERT, RoBERTa, and DistilBERT.

4.2. Data preparation

In the data provided by PAN, three tasks, categorized by difficulty (task1-easy, task2-medium, task3-
hard), were divided into a training set (70%), a validation set (15%), and a test set (15%). The training
set for each difficulty consists of 4200 documents, consisting of multiple paragraphs. We connect two
adjacent paragraphs in the same document using a separator token [cls] to form a sample, and label it
whether the author of the sample text has changed.

Samples constructed according to the above method are made up of adjacent paragraphs. We extended
the data set by linking discontinuous paragraphs together based on some logical judgment based on the
number of authors and whether the document paragraphs changed. For example, if there is no author
change for three consecutive paragraphs, the first paragraph and the third paragraph can form a new
sample.

Table 2
Data processing and augmentation

Task 1 Task 2 Task 3

train-set 11061 21906 19009
train-set-augment 13,504 26,695 24,548

4.3. Results

We submit the model to TIRA [10] for execution to get the final metrics for the model. Table 3 shows the
F1 scores obtained by our model in the official test and validation set. In addition, the paper compares
the performance of some methods in 2023, Chen et al. [11], Jacobo et al. [12].

In task1 and task2, authors can be distinguished by capturing the characteristics of the topic. Due to
the architectural limitations of Transformer, style changes and context dependencies cannot be fully
captured. This results in a low F1 score in task3, where each pair of paragraphs has the same topic and
keywords.



Table 3
validation set result

Approach Task 1 Task 2 Task 3

Our method 0.976 0.816 0.770
Chen et al. 0.914 0.820 0.676
Jacobo et al. 0.793 0.591 0.498

Baseline Predict 1 0.466 0.343 0.320
Baseline Predict 0 0.112 0.323 0.346

5. Conclusion

In this paper, we presented a RoBERTa-based model enhanced with Virtual Softmax for detecting style
changes in multi-author documents. Our approach showed significant promise, particularly in the
more challenging scenarios where documents share the same topic throughout. By injecting additional
classes, we were able to improve the model’s ability to distinguish between different authors, thereby
enhancing the robustness and accuracy of style change detection.
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