
Conspiracy Theory Detection using Transformers with
Multi-task and Multilingual Approaches
Notebook for PAN at CLEF 2024

Leon Zrnić

University of Zagreb, Faculty of Electrical Engineering and Computing

Abstract
The COVID-19 pandemic sparked a new age of conspiracy theories in society. This has become an issue, especially
since these theories are mixed in with reasonable arguments that criticize the measures taken by governments
and their effects. A way to help differentiate these two narratives is using natural language processing (NLP)
models such as Transformers. These working notes detail a few approaches to classifying conspiracy and critical
narratives and the identification of the key narrative elements present in these texts. We employ these models on
two datasets which encompass English and Spanish texts on Telegram talking about the COVID-19 pandemic.
Our approaches include using pre-trained BERT and RoBERTa models on monolingual datasets, a multilingual
approach in which we translate the Spanish texts into English and the use of a multilingual model on non-
translated texts, and using a multi-task model architecture in the identification of narrative elements. Our results
show that BERT pre-trained on COVID-19 tweets had similar results to RoBERTa in the binary classification
task, while in the token classification task RoBERTa worked better. The monolingual English approach yielded
better results than the multilingual one which was, however, better than the Spanish models. We conclude that
transformer models can have good results in these classification tasks, making them an easy-to-deploy way to
differentiate critical narratives from conspiracy theories.
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1. Introduction

The COVID-19 pandemic has flooded digital platforms with both essential updates and conspiracy
theories. This surge of information creates the challenge of distinguishing between legitimate critical
narratives and harmful conspiracy theories. Critical narratives question established systems using
evidence and reason, while conspiracy theories claim secret plots without substantial proof. Differenti-
ating these is vital for effective public health communication and social stability. It ensures informed
decision-making, as critical narratives drive constructive scrutiny based on evidence, while conspiracy
theories spread misinformation and cause societal divisions.

One way to differentiate these narratives is through the use of natural language processing (NLP)
models. These automatic classifiers can hasten the process of identifying conspiracy narratives, removing
the need for human annotation in the process.

In these work notes, we describe our approach to creating and training these automatic classifiers
on two separate classification tasks. The first task is a binary classification task in which an AI model
differentiates between conspiracy and critical narratives. The second task sets the goal of identifying
the key narrative elements present in conspiracy and critical narrative texts regarding the COVID-19
pandemic.

2. Task descriptions

As part of the PAN at CLEF 2024 Oppositional thinking analysis: Conspiracy theories vs critical thinking
narratives shared task [1, 2], we partook in two different tasks. The first task was a binary classification
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task in which participants needed to make AI models that differentiated between conspiracy and
critical narratives in Telegram messages about the COVID-19 pandemic. The second task was a token
classification task in which models needed to find six different key narrative elements present in the
Telegram messages.

3. Dataset

As mentioned, there are two train datasets: one with English Telegram messages and another with
Spanish Telegram messages, each containing 4000 annotated messages about the COVID-19 pandemic.

Messages are labeled as either Critical or Conspiracy. Critical messages discuss the pandemic with
reasoned arguments, questioning government measures. Conspiracy messages claim hidden plots aim
to undermine freedom and establish a new world order.

Each message also has token-level annotations for six narrative elements, as defined by the dataset
authors:

• Agents,
• Facilitators,
• Victims,
• Campaigners,
• Objectives, and
• Negative effects.

To further analyze the dataset, we examined the differences between texts labeled as conspiracy and
critical in two ways. First, we looked at the lengths of the messages, as shown in Table 1. On average,
conspiratorial messages are almost twice as long as critical messages and Spanish texts are longer than
English texts.

Table 1
Statistics of text lengths (expressed in characters) by category.

Dataset Category Count Mean
English Conspiracy 1379 742.93

Critical 2621 476.00
Spanish Conspiracy 1462 1112.04

Critical 2538 641.24

4. Methodology

This section describes the methodology used in our work. Subsection 4.1 briefly explains the transformer
architecture and the models we used. Subsection 4.2 details the two multilingual approaches we used,
namely text translation and multilingual models. In Subsection 4.3 we explain the multi-task model
architecture that was used for the token classification task, and in Subsection 4.4 we detail Stratified
K-fold cross-validation with which we evaluated the performance of our models during training.

4.1. Transformer models

Transformers [3] are deep learning neural network architectures primarily used in NLP. They leverage
the attention mechanism proposed by [4], allowing the model to focus on crucial parts of a text for
a given task. Transformers can be applied to various tasks, including text summarization, question
answering, and binary and token classification, as explored in our work.



Since their introduction, many transformer architectures have emerged, with BERT (Bidirectional
Encoder Representations from Transformers) [5] being one of the most popular. BERT improves on the
original transformer by using a bidirectional approach, analyzing the entire sentence to determine the
importance of each word, unlike the original architecture, which only considered preceding words.

The availability of pre-trained models has significantly contributed to the widespread use of transform-
ers in the NLP community. All pre-trained models were sourced from the HuggingFace transformers
library [6]. The following models were used for the binary classification task:

• English

– bert-base-cased [5],
– bert-large-cased [5],
– roberta-base [7],
– roberta-large [7], and
– digitalepidemiologylab/covid-twitter-bert-v2 [8] (referred to as ct-bert)

• Spanish

– dccuchile/bert-base-spanish-wwm-cased [9] (referred to as bert-spanish) and
– PlanTL-GOB-ES/roberta-large-bne [10] (referred to as roberta-spanish)

4.2. Multilingual approach

4.2.1. Text translation

One way to utilize all the available data is by translating one language data into another. This way we
will have available twice the amount of data instead of the monolingual approach in which we use half
of all the data. To this end, we used the translate Python package1. From this Python package, we
implemented the MyMemory [11] translation provider that has several different machine translation
models with a linguistic database.

Since English is a high-resource language, we decided that for this approach we would use monolingual
English models that worked on a dataset that combined the original English texts and the Spanish texts
translated into English.

4.2.2. Multilingual models

Using multilingual models can address the issue of utilizing only half the available data. An example is
the xlm-roberta-base [12] model, which was “pre-trained on 2.5TB of CommonCrawl data in 100
languages”.

Multilingual models leverage shared learning across languages, allowing for the use of double the
data compared to monolingual models. English, a high-resource language, can enhance the classification
of Spanish texts, improving performance through shared representations and transfer learning, which
also aids generalization.

4.3. Multi-task model

Multi-task Learning (MTL) models [13] are trained on related tasks to create representations that can
handle multiple objectives. They use two main architectures: hard parameter sharing and soft parameter
sharing.

In hard parameter sharing, a single pipeline of shared layers is used, with separate task-specific
layers. Figure 1 showcases this MTL architecture. In hard parameter sharing, the model has one main
pipeline of shared layers while keeping task-specific layers separate for each task. This approach
reduces overfitting and enables knowledge transfer between tasks. For example, representations learned
from a binary classification task can aid in token classification.
1https://pypi.org/project/translate/#description
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Figure 1: Hard parameter sharing MTL model [14].

The second way of making an MTL model is by soft parameter sharing. Figure 2 shows the structure
of one such model. Soft parameter sharing involves separate models for each task, with regularized
layers to keep parameters similar. [14] state that there are different ways of regularizing these models
such as L2 distance [15] or the trace norm [16].

Figure 2: Soft parameter sharing MTL model [14].

We employ an MTL model for token classification using a hard parameter-sharing transformer model.
It shares a common hidden layer backbone with six separate classification heads for different narrative
elements. Different pre-trained transformers serve as backbones for the two datasets. Figure 3 visualizes
the model architecture used.

Figure 3: MTL model architecture that we used.2



4.4. Stratified K-fold cross-validation

Since only the train dataset was available for most of our work, we used an artificial test dataset for
evaluation during training. We created this dataset using Stratified 𝑘-fold cross-validation, which splits
the training set into 𝑘 equal-sized subsets while preserving the class label ratio in each fold. In each
epoch, the model is trained 𝑘 times, using 𝑘 − 1 folds for training and the remaining fold for validation.
The model’s performance is then averaged across all folds and epochs. This method, implemented with
Scikit-learn [17], allowed us to obtain performance scores without the official test dataset. The best
models were ultimately evaluated on the official test dataset at the competition’s end.

5. Experimental setup

In this section, we present the technical details regarding our setup. For both tasks, we used Stratified
5-fold cross-validation. The hyperparameters for the transformers were 10 epochs, a learning rate of
2𝑒−5, a batch size of 32, weight decay was set to 0.01, and we set the value of warmup steps to 0.1. We
also increased the maximum sequence length from the base length of 256 to 512. The models were
trained on an Nvidia A100 graphics card with 40GB of RAM. All of the models and their tokenizers
were from the HuggingFace [6] library.

6. Results

Here we present the results from our different approaches to the two classification tasks. In Subsection 6.1
we detail the results we got while self-validating on the train dataset. Subsection 6.2 shows the results
of the models we submitted to evaluation on the official test dataset.

6.1. Experimental results

6.1.1. Task 1: Binary classification

Table 2 contains the results for the monolingual models on the English dataset, Table 3 has the results for
the Spanish models, and Table 4 the results for the multilingual approaches. The ct-bert model had
the best results on the English dataset while the roberta-spanish was the best in the Spanish variant.
Despite xlm-roberta-base having slightly better results than roberta-spanish, we decided that
this advantage was not sufficient enough to employ the model in the official evaluation for the Spanish
variant of the binary classification task.

Table 2
Binary classification model performance metrics for English dataset.

Model F1_macro F1 F1_neg ACC Prec Recall MCC

bert-base-cased 0.87 0.91 0.83 0.88 0.91 0.91 0.74
bert-large-cased 0.90 0.93 0.86 0.91 0.92 0.94 0.79
ct-bert 0.91 0.94 0.88 0.92 0.94 0.94 0.82
roberta-base 0.89 0.93 0.86 0.90 0.92 0.93 0.78
roberta-large 0.91 0.94 0.88 0.92 0.93 0.94 0.81

2https://towardsdatascience.com/how-to-create-and-train-a-multi-task-transformer-model-18c54a146240
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Table 3
Binary classification model performance metrics for Spanish dataset.

Model F1_macro F1 F1_neg ACC Prec Recall MCC

bert-spanish 0.85 0.89 0.80 0.86 0.88 0.91 0.69
roberta-spanish 0.85 0.89 0.81 0.86 0.89 0.90 0.70

Table 4
Binary classification model performance metrics for combined language datasets. As already stated in Subsub-
section 4.2.1, the two monolingual models were trained on the translated Spanish messages combined with the
English dataset. The xlm-roberta-base model worked on the combined English and Spanish dataset.

Model F1_macro F1 F1_neg ACC Prec Recall MCC

xlm-roberta-base 0.87 0.91 0.83 0.88 0.90 0.92 0.74
roberta-base 0.75 0.85 0.65 0.79 0.79 0.93 0.53
ct-bert 0.69 0.83 0.54 0.76 0.77 0.92 0.42

6.1.2. Task 2: Token classification

Here we detail the results the token classification models had during our own evaluation. Table 5
and Table 6 have the results for the English and Spanish models respectively. The roberta-large
achieved the best results on the English dataset while roberta-spanish was the best model on the
Spanish dataset.

Table 5
Token classification model performance metrics for English dataset.

Model F1 A-F1 C-F1 F-F1 N_E-F1 O-F1 V-F1

bert-base-cased 0.49 0.62 0.56 0.41 0.58 0.45 0.61
bert-large-cased 0.53 0.64 0.59 0.44 0.63 0.47 0.63
ct-bert 0.52 0.66 0.61 0.48 0.66 0.50 0.63
roberta-base 0.55 0.64 0.65 0.45 0.61 0.48 0.66
roberta-large 0.60 0.69 0.71 0.51 0.65 0.51 0.69

Table 6
Token classification model performance metrics for Spanish dataset.

Model F1 A-F1 C-F1 F-F1 N_E-F1 O-F1 V-F1

bert-spanish 0.50 0.50 0.52 0.40 0.66 0.35 0.58
roberta-spanish 0.60 0.60 0.64 0.50 0.73 0.43 0.71

6.2. Official results

This subsection contains the tables with the results we achieved on the official test dataset. Table 7
contains the binary classification results and Table 8 the results for the token classification task.

When comparing these results to the other teams competing at PAN, we placed sixth in the English
variant of the first task and ninth in the Spanish variant. In the second task, we placed second in both
the English and Spanish variants.



Table 7
Official test results on the PAN binary classification task. The ct-bert model was evaluated on the English dataset
while the roberta-spanish model was evaluated on the Spanish dataset. F1-consp. and F1-crit. are the F1 scores
when looking at only the conspiracy or critical texts.

Model MCC F1 F1-consp. F1-crit.

ct-bert 0.82 0.91 0.88 0.94
roberta-spanish 0.68 0.84 0.80 0.89

Table 8
Official test results on the PAN token classification task. The roberta-large model was evaluated on the English
dataset while the roberta-spanish model was evaluated on the Spanish dataset.

Model Span-P Span-R Span-F1

roberta-large 0.55 0.71 0.62
roberta-spanish 0.55 0.66 0.59

7. Conclusion

In our work, we explored the application of transformer models on the tasks of binary classification of
conspiracy and critical narratives and the token classification of key narrative elements in the dataset.
Our results show that transformer models such as BERT and RoBERTa are highly effective in both binary
and token classification tasks in the domain of COVID-19 messages. In the binary classification task, the
English transformers performed better than the Spanish ones. There are many possible reasons for this,
such as the data quality and size of pre-training data, the pre-training approaches, and the differences
between English and Spanish. The translation approach did not succeed in achieving good results.
We attribute this to the poor translation capabilities of MyMemory. Further work could use different
translation methods, such as transformer-based machine translation [18, 19]. On the other hand, the
multilingual transformer model had good results when compared to the monolingual approaches. In
the token classification task, the best-performing English and Spanish models had the same F1 score.
However, there were differences in the performance of the models when looking at the F1 scores for
each annotation. For example, the Spanish models could detect better the Negative effect and Victim
annotations. Further work should explore the differences between English and Spanish conspiracy
theories on a semantical level. Multilingual models could perhaps leverage these differences to achieve
better results than the monolingual models.
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