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Abstract
In this paper, we present our participation in the EXIST2024 competition, focusing on the detection and cate-

gorization of sexism in memes through binary and multiclass classification tasks. For Task 4, which involves

binary classification to identify whether a meme is sexist, we utilized a two-stage approach by fine-tuning the

Contrastive Language-Image Pre-training (CLIP) model followed by training a Light Gradient Boosting Machine

(LightGBM) classifier on the obtained embeddings. For Task 6, which categorizes sexist memes into various types,

we fine-tuned both a RoBERTa model for text and a Google Vision Transformer (ViT) for images, subsequently

training a LightGBM classifier on the concatenated embeddings. Our results demonstrate that the combination

of CLIP and LightGBM outperforms other models in binary classification, while an ensemble of text and image

models enhances performance in multiclass categorization. These findings highlight the potential of leveraging

advanced machine learning models and multi-modal embeddings for effective sexism detection and classification

in memes, addressing a critical issue in combating online misogyny.
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1. Introduction

According to Glick and Fiske’s concept of "sexism" [3], sexism is a multidimensional construct that

encompasses two sets of sexist attitudes: hostile and benevolent. While hostile sexism communicates

a clear antipathy toward women, benevolent sexism takes the form of seemingly positive but in fact

patronizing beliefs about women. These beliefs often involve traditional stereotyping and masculine

dominance, ultimately leading to a restriction of women’s roles and damaging consequences for gender

equality.

EXIST is a series of scientific events and shared tasks on sexism identification in social net-

works.Building upon previous EXIST challenges (EXIST 2021, EXIST 2022, and EXIST 2023), this

edition, EXIST2024 [5] aims to capture sexism in a broad sense, from explicit misogyny to subtle

expressions involving implicit sexist behaviors. While the three previous editions focused solely on

detecting and classifying sexist textual messages, this new edition incorporates new tasks that center

around images, particularly memes. Memes are images, typically humorous in nature, that are spread

rapidly by social networks and Internet users. The challenge consists of five tasks in two languages,

English and Spanish.

2. Tasks performed

In the EXIST2024 competition, our team chose to participate in Task 4, which focuses on identifying

sexism in memes through binary classification, determining whether a given meme is sexist or not.

Additionally, we took part in Task 6, which involves categorizing sexist memes into various types

of sexism, such as ideological and inequality, stereotyping and dominance, objectification, sexual
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violence, and misogyny and non-sexual violence. This categorization is based on the classification

system provided for Task 3.

3. Main Objectives of Experiments

In the EXIST2024 competition, our primary objective is to investigate the effectiveness of machine

learning algorithms in identifying and categorizing sexist memes through binary classification and

multiclass classification. Specifically, we aim to develop models that can accurately determine whether

a given meme is sexist or not, and further classify sexist memes into various types of sexism.

Our research questions include:

• How effective are machine learning algorithms in identifying sexist memes through binary

classification?

• Can we develop a model that accurately categorizes sexist memes into various types of sexism,

such as ideological and inequality, stereotyping and dominance, objectification, sexual violence,

and misogyny and non-sexual violence?

• What are the challenges and limitations of using machine learning algorithms for sexism detection

in memes, and how can we address these issues?

To address these questions, our experiments will focus on the following tasks:

• Binary Classification: We will develop and evaluate machine learning models that can accurately

classify memes as sexist or not sexist.

• Multiclass Classification: We will develop and evaluate machine learning models that can ac-

curately categorize sexist memes into various types of sexism, as defined by the EXIST2024

competition’s classification system.

• Model Generalization: We will evaluate the performance of our models on a diverse range of

memes, including those from different cultural and linguistic backgrounds. This will help us

assess the generalizability of our models and identify potential issues related to cross-cultural

differences and language barriers.

By addressing these objectives, we aim to contribute to the development of more accurate, fair, and

robust machine learning models for sexism detection in memes, ultimately helping to combat the spread

of hateful content against women on social media platforms.

4. Approaches and methodology

4.1. Task 4

In the context of the EXIST2024 Task 4 for binary classification of memes, our methodology involved a

two-stage approach to address the classification problem. The dataset was splitted into train/val test in

order to evaluate the model.

Initially, we fine-tuned the pre-trained Contrastive Language-Image Pre-training (CLIP) model [6], a

deep learning model developed by OpenAI that has demonstrated exceptional performance in vision

and language tasks. CLIP is trained on a vast dataset of 400 million (image, text) pairs, enabling it to

learn rich visual and textual representations.

During the first stage of our approach, we incorporated a fully connected network specifically

designed for binary classification within the CLIP model. This allowed the model to learn task-specific

features and improve its ability to differentiate between the two classes of memes. Once the fine-tuning

process was complete, we discarded the fully connected layer, as our primary focus was on obtaining

high-quality embeddings that could be used to train a more specialized classifier.



In the second stage, we employed a Light Gradient Boosting Machine (LightGBM) [4] classifier, a

highly efficient and effective gradient boosting framework that uses tree-based learning algorithms. By

training the LightGBM classifier with the CLIP embeddings obtained from the first stage, we aimed to

further enhance the classification performance. This two-stage training strategy allowed us to leverage

the strengths of both CLIP and LightGBM, resulting in improved binary classification of memes in the

EXIST2024 Task 4. We tried a logistic regression classifer instead of LightGBM for the final classification

(See table 1).

4.2. Task 6

For the EXIST2024 Task 6, after segmenting the dataset into train/val and test, ensuring a robust

evaluation process, we meticulously crafted a methodology involving three stages: two fine tunings

and a LightGBM training.

The classification problem we tackled was multifaceted, encompassing six categories. Initially, we

had to take into account binary classification to distinguish between sexist and non-sexist memes. Then,

if the meme was deemed sexist, we further dissected the binary category into five classes that could

overlap: stereotyping, objectification, ideological, sexual violence, and misogyny. It’s important to

note that there was no overlap when the binary category was ’no ’. Thus, we defined only the five

sexism categories as labels, and if a meme didn’t fall into any of these categories, we assumed it to be

non-sexist.

Furthermore, this task was labelled by a group of experts who voted on the classification they

considered optimal. Thus, we had not only the hard label but also the soft label given by those experts.

We aimed to use all this data to configure an accurate model.

As stated previously, we had images and text for the meme data. This information could not be used

as such, so we tried to obtain embeddings that would represent task-specific features. To do so, we

fine-tuned a RoBERTa model [2] in the first stage, incorporating a final fully connected layer. Then, we

retrained the model to learn the soft labels, using the Kullback-Leibler divergence as a loss function. In

the second phase, we did the same for the image, using, in this case, a Google ViT [1] as the base model.

The idea in those steps was to represent the memes in arrays that sum the features the experts use to

discriminate them.

Finally, in the last stage of the process, we concatenated both embeddings (thus enhancing the

information achieved in image and text), and we applied a LightGBM to finally learn to classify into

hard labels.

5. Resources employed

To develop and evaluate our machine learning models for sexism detection in memes, we utilized

various resources, including open-source datasets, pre-trained models, and computational platforms.

Our primary focus was on utilizing Google Colab’s free GPU resources to train and test our models

efficiently. Here is a detailed breakdown of the resources we used for model development:

• Datasets: We relied on publicly available datasets, such as the EXIST2024 competition’s training

dataset, which provided a diverse collection of memes labeled as sexist or not sexist. Additionally,

we used external datasets to augment our training data and improve model performance.

• Pre-trained Models: We leveraged pre-trained models, such as RoBERTa, Google ViT and CLIP,

as feature extractors for our meme classification tasks. These models were fine-tuned on our

training data to improve their performance on the sexism detection and categorization tasks.

• Google Colab: We used Google Colab’s free GPU resources to train and test our models. This

allowed us to efficiently experiment with various algorithms, hyperparameters, and feature

engineering techniques without incurring significant computational costs.



By leveraging these resources, we were able to develop and evaluate machine learning models for

sexism detection and categorization in memes. Our experiments focused on addressing the research

questions outlined in the main objectives section, ultimately contributing to the development of more

accurate, fair, and robust models for combating hateful content against women on social media platforms.

6. Results

6.1. Task 4

Table 1
Task 4 Results

Model F1 MCC

CLIP𝑐𝑙𝑎𝑠𝑠 0.71 0.32
CLIP𝐿𝐺𝐵𝑀 0.72 0.34
CLIP𝐿𝑅 0.71 0.33

The results presented in Table1 showcase the performance of different models on the binary classi-

fication task for memes. The models evaluated include CLIP with a logistic regression (LR) classifier,

CLIP with Light Gradient Boosting Machine (LGBM) classifier, and CLIP with a simple binary classifier

(𝐶𝐿𝐼𝑃𝑐𝑙𝑎𝑠𝑠). The performance metrics used for evaluation are F1-score and Matthews Correlation

Coefficient (MCC).

The results indicate that the CLIP model with the LightGBM classifier (𝐶𝐿𝐼𝑃𝐿𝐺𝐵𝑀 ) outperforms

the other models in both F1-score and MCC. The 𝐶𝐿𝐼𝑃𝐿𝐺𝐵𝑀 model achieves an F1-score of 0.72 and

an MCC of 0.34, which is a slight improvement over the 𝐶𝐿𝐼𝑃𝑐𝑙𝑎𝑠𝑠 model (F1-score of 0.71 and MCC of

0.32) and the 𝐶𝐿𝐼𝑃𝐿𝑅 model (F1-score of 0.71 and MCC of 0.33).

Table 2
Task 4 Rank

Task Rank ICM-Hard ICM-Hard Norm F1 YES

Task 4 Hard-Hard ALL 26 -0.1159 0.4411 0.6632
Task 4 Hard-Hard ES 28 -0.1966 0.3999 0.6537
Task 4 Hard-Hard EN 27 -0.0355 0.4820 0.6739

In Table 2 we present the official results on the competition test set obtained for our best model for

task 4, 𝐶𝐿𝐼𝑃𝐿𝐺𝐵𝑀 model.

6.2. Task 6

As for task 6, we observed the weighted F1-score when training with text had more potential than

when training with image, as seen in table 3. The Google ViT did not learn to classify misogyny and

sexual violence, thus causing a massive drop in its performance. However, the ensemble was the best

performing so far, hence showing that the image data had relevant information for the classification.

Table 3
Task 6 Results

Model Macro F1

RoBERTa 0.45
Google ViT 0.29
Ensemble 0.49



In Figure 1, we observe that even though the model predicts ideological inequality and objectification

pretty well, it fails to predict accurately misogyny (non-sexual violence).

Figure 1: AUC and F1-score by category

Table 4
Task 6 Rank

Task Rank ICM-Hard ICM-Hard Norm MACRO F1

Task 6 Hard-Hard ALL 13 -1.6216 0.1636 0.3211
Task 6 Hard-Hard ES 2 -0.8701 0.3219 0.4687

Finally, in Table 4 we can see the official results for our submition for task 6 in EXIST2024.

7. Conclusions and Future work

The results showcase the effectiveness of the proposed two-stage training strategy, which combines

the strengths of CLIP and LightGBM, resulting in improved binary classification performance. Future

research could explore the potential of integrating other advanced classifiers or fine-tuning techniques

to further enhance the classification capabilities of the CLIP model. Furthermore, we would like to

experiment by applying data augmentation since we did not use the English data at all for task 6, and

we could have included it in training by translating it, for example. We would also like to explore other

ways to cross both embeddings rather than concatenating them, such as using attention mechanisms.

Building on the findings and methodologies presented in this paper, future research can explore

several promising avenues to further enhance sexism detection and categorization in memes:

• Data Augmentation and Multilingual Training: Integrating additional data sources and employing

data augmentation techniques, such as translating non-English memes, can improve model

robustness and performance. This approach will help address the challenges of cross-cultural

differences and language barriers.

• Advanced Embedding Techniques: Investigating alternative methods for combining text and image

embeddings, such as attention mechanisms, can potentially yield richer and more contextually

relevant features. This could enhance the model’s ability to capture nuanced information from

both modalities.

• User Feedback and Iterative Improvement: Incorporating user feedback into the model develop-

ment cycle can help refine the models and make them more aligned with real-world expectations

and nuances.

• Explainability and Interpretability: Enhance the interpretability of the models by incorporating

explainable AI techniques. This would help in understanding the decision-making process of the

models and identifying potential biases or errors.



By exploring these directions, future work can contribute to the development of more sophisticated,

accurate, and ethical machine learning models for detecting and combating sexism in memes, ultimately

fostering a safer and more inclusive online environment.
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