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Abstract

In this position paper we discuss the problem of exploiting data provenance to provide explanations in
data-centric Al processes, where the emphasis of model development is placed on the quality of data.
In particular, we show how a classification of the main operators used in the data preparation phase
provides an effective and powerful means for the production of increasingly detailed explanations at the
needed level of data granularity.
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1. Introduction

In provenance theory, the notion of why-provenance has been introduced primarily in the
context of relational models and algebra with reference to the set of tuples in source relations
that contribute to producing the results of a (SQL) query. These have been known as witness
tuples [1, 2] and define the lineage of a tuple that appears in the result of a query. The clear
semantics associated with relational algebra operators made it possible to develop formal,
elegant models for representing why-provenance, and its extensions to how-provenance [3].
Further extensions have subsequently been developed, for instance to capture the provenance
of results of aggregated queries [4].

A parallel strand of research focused on the definition of provenance as it applies to datasets
that undergo a series of transformations, where arbitrary operators are typically arranged into
a Directed Acyclic Graph topology. Provenance in this setting can itself be expressed as a graph
of data derivations, where each derivation is mediated by one operator. This became known
as “coarse-grained” provenance [5], in contrast to the tuple-level provenance grounded in the
relational framework. As the term suggests, the “black-box” nature of the operators makes
granular provenance hard to determine directly [6]. This is because why- and how-provenance
are grounded in the precise semantics of the query operators, which is not available when using
arbitrary data transformers. The result is a provenance graph that is limited to dataset-level
derivations, i.e., through each of the processors. Existing approaches that attempt to circumvent
this limitation and reconstruct “high-fidelity” provenance, using system-level events recorded
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during execution (“provenance record and replay” [7]), are designed to apply to completely
unstructured processes and may incur significant computational overhead.

In this position paper, we focus on the provenance of data transformations that occur in
the context of Data Science, where dataflow-structured data analytics pipelines are common,
and where their elements are not simple relational operators (as was assumed e.g. in [8]),
but they are not completely arbitrary, either. In this middle-ground setting, we consider the
problem of using provenance to generate explanations that justify and account for the observed
transformations. Looking at the semantics of the processors involved in the pipeline reveals a
range of automatic provenance-generation capabilities, with relational, how-provenance on
one extreme, and arbitrary data manipulation code, on the other.

We suggest that an interesting region within this spectrum is occupied by a new generation
of operators, which are defined in the context of so-called Data-Centric Al (DCAI). These are
sophisticated operators specifically designed to produce training sets from raw datasets, and
where data processing is often interleaved with model training, in an iterative fashion. While
their semantics is not formally defined, these tend to fall into a few categories, for example, data
transformations such as incremental data cleaning, data augmentation, for instance through
upsampling algorithms, and data selection, including feature selection and elimination of
redundant data points.

In the rest of this paper, we present exemplar use cases of DCAI processes taken from recent
literature, and propose a categorisation of operators that extends from our previous work [9],
showing how the use cases relate to these categories. We then discuss options for generating
“provenance narratives” to describe these operators’ behavior. Somewhat provocatively, we
refer to these narratives as why+provenance, to indicate that they can be used to answer “why
type questions with reference to complex but well-defined data transformations.

B

2. Example use cases

We present four use cases, where data transformation and data selection exhibit two kinds
of complexities, either they are entangled with the modelling itself, or they implement some
bespoke data manipulation strategy that is not captured by typical data processing operators.

2.1. Model-driven incremental data cleaning

ActiveClean [10] is one of several incremental data cleaning algorithms, surveyed in [11],
targeted specifically at training sets. It provides a good example of an iterative approach
designed to progressively clean a “dirty” training set D by balancing the cost of selecting and
cleaning items in D, with the benefits of learning a usable model, despite being trained on a
training set that is still partially dirty [12]. A “dirty” multidimensional data point is one where
one or more of its components is inaccurate, for instance a wrong numerical figure, or a wrongly
spelled name. As observed in [11], these dirty data lead to a sub-optimal training process, where
the model parameters are optimised, but for a loss function that corresponds to a misleading
training set, potentially rendering the model useless in practice.

Cleaning is generally an expensive operation, especially when it requires manual inspection.
The idea behind ActiveClean is to start by selecting a subset of dirty data points from D,



manually clean them to generate Dj, and use D; to retrain the model. This is repeated until a
stop condition is reached, producing a sequence D — D1, Do, ..., D’ of training sets. There is
an assumption that the dirty/clean status of a data point can be automatically detected, and
that one can optimise the procedure by choosing the data points to be cleaned that most affect
the model, with the goal to minimise the number of iterations.

2.2. Training set debugging

This use case is similar to the previous one, but here we assume that the ground truth labels associ-
ated with some of the data points, as opposed to the features, may be incorrect. The challenge, as
it was presented by the DataPerf group [13] (https://www.dataperf.org/) as part of ML Commons
(https://github.com/mlcommons), is to devise a strategy by which a sufficiently accurate model
can be trained by correcting the fewest possible labels. Specifically, the challenge used annotated
image data from the Openlmage V7 dataset (https://storage.googleapis.com/openimages/web),
which contains millions of images with various levels of annotations (bounding boxes, rela-
tionships, image-level, point-level labels, etc.). Given a training set D" taken from Openlmage
with perfect annotations and a predefined classification task 7', a model M (D'") is trained
and its performance P (according to some agreed upon metric) is used as a benchmark for
the challenge. Some of the labels in D'" are then randomly corrupted, leading to a noisy set
D,,. The performance P, of a model obtained by training a classifier for 7" using D,, will in
general be sub-optimal, P, < P. The challenge is to devise a strategy for selecting the smallest
possible subset D!, C D, such that, by correcting the labels in D/, and then retraining, the new
performance will approximate P within some predefined threshold 7: P — P, < 7.

2.3. Training set optimisation

The next two use cases are motivated by the well-known “power laws” observation, common in
deep learning applications, that model performance (test loss) correlates positively with training
set size according to a power law [14]. However, increasing training set sizes ultimately incurs
diminishing returns in terms of loss reduction. This motivates trying to prune D to reduce its
size. Two approaches stand out, both proposed by the same researchers.

Firstly, in [15] the idea is to map D to an embedded space, using pre-trained foundation
models, then cluster all data points in that space using a standard clustering algorithm (k-means).
Neighbouring points within each cluster (according to some distance metrics) are considered
redundant and candidates for pruning, resulting in the final D’.

The second approach [16] is based on the concept of data points that are easy or hard to
learn from. Two main results underpin the pruning method. Firstly, the authors claim that the
difficulty of each data point is proportional to the distance of that point from the centroid of a
k-means cluster, where the clustering is performed in an embedded space. Once the points are
ranked in terms of their difficulty, the second claim is that hard examples should be preserved
for large training sets, and conversely, the easier ones should be preferred for smaller training
sets (details are in the paper). It should be noted that the experiments supporting this claim
were only performed using a dedicated self-supervised model pre-trained on ImageNet, and
may not generalise well to other contexts.
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Type of operation strategy Data processing and model training

ActiveClean Select items from training set for Iterative batch cleaning strategy ~ ActiveClean processing is interleaved with model
manual cleaning driven by SGD training, both stop at the same time.

Item transformation:

X->X'
Training set debugging Select items from training set for Aims to rank data points and The re-labelling strategy is incremental and
label correction minimize manual corrections interleaved with model retraining. However, winning
strategy not published and thus its generalizability is
Item transformation: not clear.
y->y
Training set optimization, Prune items from training set Cluster data points in embedded  Training set pruning happens before model training
reducing redundancy by space, select representatives
removing similar points Filtering: from each cluster
remove (y)
Training set optimization, Prune items from training set Identify simple / hard examples,  Training set pruning happens before model training
reducing redundancy by sample from those depending on
pruning hard/easy examples training set size

Figure 1: Summary of data interventions for the example use cases

3. Representing provenance at multiple levels of detail

With reference to the examples just presented, we would like to provide provenance support for
answering the following types of questions. Firstly, which data transformation were applied to
raw input dataset(s) to generate the final training set used for modelling? Secondly, which of the
individual data items where affected by each of the transformations, and what was the effect?
And thirdly, why was a specific data item chosen for transformation or inclusion/exclusion, and
in the case of transformations, how was a specific new value chosen? These questions address
issues of reproducibility, specifically when the operator is part of a processing pipeline, and
explainability, both at the level of entire training set and of individual data points.

Viewed at a high level, the examples fall into the broad category of data transformation:
D — D', and selection: D" C D. At this level, it is straightforward to record the provenance
of D' as a derivation from D, which is mediated by some abstract activity A that represents
the cleaning or pruning operations. Using the formal notation provided by the PROV data
model [17], this can be written simply as:

activity(A) # an activity represents a data operator
entity(D),entity(D’) # entities represent datasets
Used(4, D) # A consumes input dataset D
WasGeneratedBy(D', A) # A produces output dataset D’
wasDerivedFrom(D', D) # data-data derivations

Fig. 2(a) shows a corresponding graph representation for these derivations. This high-level
provenance is not very informative, however, if we want to account for how A operates on
each data item. In the first two examples, A performs 1-1, item-wise transformations, i.e.,
x € D — 2’ € D’ where either 2’ = x or 2’ is a clean version of 2. Our PROV notation can be
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Figure 2: Provenance patterns for the examples in the text

extended to account for this more granular level, as follows (see also Fig. 2(b)):

{entity(x)}zep # items in D
{entity(z)}sepr # items in D’
activity(A) # A is still an atomic perator
{Used(A, x)}zep # x that have been affected by A
{wWasGeneratedBy(x', A}, cpr # and their new values 2’
{wasDerivedFrom(z’, z)} # data-data derivations

Using these assertions, one can reconstruct the derivations for any data item, from the initial
D to the final D', along a whole sequence of operators, through simple traversal queries.

In this simple example, the notation is used to represent item-wise transformations, i.e.,
by creating instances for each Used, wasGeneratedBy, and wasDerivedBy relationship for
corresponding items x, 2. Note however, that this can also be used, more generally, to capture
M-N transformations, for example to represent the effects of data imputation based on aggregate
statistics that affect multiple data points simultaneously. This can be achieved by adding
relationship instances as needed. For example, when a single value y € D is used to produce

multiple values 2, . .., z},, the derivation can be written as {WasDerivedFrom(z}, y)}i:1.n-
We can further account for the incremental nature of cleaning in ActiveClean, by breaking
down A into A; ... A,, and explicitly representing n iterations (Fig. 2(c)):

{entity(D;)}% # each D; is the result of one iteration
{activity(4;)}; # A; represents one cleaning round
{wasDerivedFrom(D;, D;_1)}7; # data-data derivations for one iteration
{used(4;),D;_1, }11 # A; consumes D;_;

{wasGeneratedBy(D;, 4;)}, # A; produces D;



A similar formal notation can be used to represent the selection operations in the second two
examples, both at a dataset level and at item level (details omitted for brevity).

In previous work [9] we have shown how these representations can be automatically generated
in the common case where the operators are implemented in Python / Pandas / scikit-learn, and
D are Pandas dataframes. We also presented a prototype-level tool [18] to show that item-level
provenance within each pair D, D’ can be accurately inferred by observing the differences in
schema and content between D and D’.

These results effectively address the first two of the three questions above. Addressing the
third “why” question is harder, however, as it requires capturing the internal processing logic of
complex operators, at some level of abstraction. For instance, the why+provenance of a data item
that was cleaned using ActiveClean would include not only the before/after values, but also an
explanation of why that item was selected for cleaning. Similarly, the why+provenance of an
item that was included/discarded as part of a training set optimisation process would provide an
insight into why that particular item was identified, for instance as being an easy/hard example,
or as being redundant.

Our position is that this new level of detail will become increasingly relevant, as Data
Science pipelines expand their scope from well-understood operators, to sophisticated black-box
algorithms that affect training sets in complex ways.

This is the focus of the rest of the paper. In the next Section we summarise and extend
the high-level classification of operators from [9], as a starting point for discussing options to
describe more DCAI-specific patterns.

4. A classification of pipeline operators

Based on the analysis of the main Python libraries used in data science, we have observed
that the majority of pre-processing operations, including the most used in practice, can be
implemented by combining a rather small set of basic operators of data manipulation over
datasets belonging to four main classes, as follows.

Data reductions: operations that take as input a dataset D and reduce its size by eliminating
rows or columns from D. These are simple extensions of two well-known relational operators:
the (conditional) projection of D on a set of features in S, given a boolean condition C), is the
dataset obtained from D by including only the columns of D that satisfy C; and the selection
of D, given a boolean condition C, is the dataset obtained from D by including the rows of D
satisfying C.

Data augmentations: operations that take as input a dataset D on a schema .S and increase the
size of D by adding rows or columns to D. These two operators allow the addition of columns
and rows to a dataset, respectively: the vertical augmentation of D to Y using a function f over
a set X of features of D, is obtained by adding to each row of D a new set of features whose
values are obtained by applying f to the features in X; and the horizontal augmentation of D
using an aggregative function f is obtained by adding one or more new rows to D obtained by
first grouping over a set of features of D and then by applying f to each group.

Data transformation: the transformation of a set of features X of D using a function f is
obtained by applying f to all the values occurring in X.



Data fusion: operations that take as input two datasets D1 and Dy and combine them into
a new dataset D: the join of the two datasets based on a boolean condition C' is the dataset
obtained by applying a standard join operation (inner, (left/right/full) outer) based on the
condition C; the append of the two datasets is the dataset obtained by appending D? to D' and
possibly extending the result with nulls on the mismatching columns.

Figure 1 reports some common data pre-processing operators and the way in which they can
be implemented by combining the above basic operators.

PRE-PROCESSING OPERATIONS | BAsic OPERATORS DESCRIPTION

Feature Selection Conditional projection One or more features are removed.

Instance Drop Selection One or more records are removed.

Feature Augmentation Vertical Augmentation One or more features are added.

Space Transformation Vertical Augmentation + | New features are derived from old features,
Conditional projection which can be later dropped.

One-hot encoding Vertical Augmentation + | New features are derived from old features,
Conditional projection which can be later dropped.

Instance Generation Horizontal Augmenta- | One or more records are added.
tion

Imputation, Data Type Con- | Transformation Values are modified using various func-

version, Renaming, Normal- tions.

ization, Scaler, Encoding

Dimensionality Reduction Transformation + Condi- | Some features are modified, others are re-
tional projection moved.

Integration, Cartesian Prod- | Join Two or more datasets are combined based

uct on a common attribute or key.

Concatenate Append Two datasets are combined by taking their

union.
Table 1

common data pre-processing operations and corresponding (combination of) basic operators

5. Towards Why+provenance

Given the classification just presented, we can frame the general provenance granularity problem
in terms of the two orthogonal dimensions of data derivation, from dataset to item-level, and
detail of processor behaviour, from class to internal logic (Fig. 3). When the processors are
described using the classification just given, this results in the examples provenance assertions
as in Sec. 3. The Figure summarises these for the transformation and selection processors in
our use cases, respectively. Representations become more challenging in the lower bottom of
the Figure, where we aim to represent processor logic.

When operating at the dataset level, using ActiveClean as an example, the provenance would
need to describe processor logic as consisting of three components: “assessment” (A), “cleaning”
(C), and “training” (T'), and assert that input dataset D is assessed using A, generating a list of
data cleaning targets, which is used by C, producing a new version D’ of D. D' is used by T" to
train a model M, which in turn is again used by A in conjunction with D’ in the next iteration
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Figure 3: Data and Processor details and corresponding provenance

of incremental cleaning. Note that PROV is able to support these relationships, after providing
the required breakdown of the whole strategy into processes and iterations (Fig. 2(d)).

Supporting the actual why questions at item level remains challenging, however. This is the
bottom right quadrant in the Figure, where for each x € D, we ask “why did the assessor A
choose x for cleaning?” and “how did the cleaner C' choose the replacement value?”

The corresponding why questions for the selection processes are similar, namely “why did
x € D get selected for removal from the training set?”. Note that here the full explanation may
be quite involved, as the processor logic involves learning an embedding for D, then clustering
in the embedded space, and finally choosing data points based on their distance from the cluster
centroids.

While the problem of automatically generating suitable provenance at this level is not fully
addressed, it seems that two elements are needed. Firstly, a vocabulary and language, or
perhaps a small knowledge graph if relationships are included, to be able to express the concepts
mentioned in the provenance narrative above. Such a vocabulary would include a choice
of abstraction level, grounded in the baseline classification described in Sec. 4. Secondly,
a mechanism to generate provenance assertions that involves active participation from the
processors themselves, as simply observing the process execution from the outside would not
be enough.

6. Conclusions

In this position paper we started from the observation that Data processing workflows for
Data Science applications now include sophisticated processors, whose operations are often
interleaved with model training. We have suggested increasingly detailed levels of provenance
representation, aimed not only at recording granular data derivations, but also to explain why
each of these derivations occurred. At the deepest level, this may require processors that actively
interact with the provenance subsystem during execution, providing the necessary details.

Experimenting with provenance capture models at this level is work in progress. Importantly,
we believe this research should be driven by user studies to determine, for different stakeholders,
what kinds of explanations are actually expected and desirable.
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