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Abstract
Knowledge Graphs (KGs) are databases that model knowledge from heterogeneous domains using the
graph data model. Shape constraint languages have been adopted in KGs to ensure their data quality.
They encode the equivalent of a schema in the Resource Description Framework (RDF). Unfortunately,
few KGs are accompanied by a corresponding set of validating shapes. When validating shapes are
missing, the solution is to extract them from the graph via mining techniques. Current shape extraction
methods are often incomplete, not scalable, and generate spurious shapes. Thus, in this discussion paper,
we present our recent contribution: a novel Quality Shapes Extraction (QSE) method for large graphs.
QSE computes confidence and support for shape constraints via a novel Dynamic Reservoir Sampling
method, enabling the identification of informative and reliable shapes. QSE is the first method (validated
on WikiData and DBpedia) to extract a complete set of shapes from large real-world KGs.
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1. Introduction

Knowledge Graphs (KGs) are databases of collections of triples using the Resource Description
Framework (RDF) [1] and represented in the form ⟨𝑠𝑢𝑏𝑗𝑒𝑐𝑡, 𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛, 𝑜𝑏𝑗𝑒𝑐𝑡⟩. They are in
widespread use both within companies [2, 3, 4] and on the Web [5, 6]. Yet, their heterogeneous
nature and the semi-automatic way in which they are built (usually by crawling data from
many sources) leads to important issues of data quality [7, 8, 9]. To face this situation, shape
constraint languages such as SHACL [10] and ShEx [11] have been designed to offer a way to
enforce validation rules. In practice they work as schema languages for KGs, for this reason,
they are generally called validating shapes. Consider a simple KG representing entities of type
Student (see Figure 1), a validating shape would enforce the requirement for these entities for
a name, a registration number, and the enrollment in some courses. The shape would also
specify that these attributes should be of type string, integer, and Course, respectively. In an
ideal scenario, validating shapes should be manually specified by domain experts before data
is inserted into the database. Nonetheless, to specify validating shapes for already-existing
large-scale KGs, this manual process is often very cumbersome, so data curators need tools that
can speed up this process [8]. To address this need, a few tools have been proposed to produce
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Figure 1: An example RDF Graph (a) and Validating Shapes (b)

automatically [12, 13, 14, 15] or semi-automatically [16, 17, 18] a set of validating shapes for a
target KG. In our work [19], we identify 3 important limitations of existing systems: (1) they
produce incomplete shapes as they support a very limited family of constraints, e.g., they do
not support extraction of cardinality constraints; (2) their extraction process is easily affected
by errors and inconsistencies in the KG, e.g., if some departments, by mistake, have attached
the property hasAdvisor, a corresponding spurious shape is extracted; and above all (3) they do
not scale to large KGs, e.g., they take days to process just a subset of WikiData.

Among these issues, we verified that spuriousness poses important challenges to automatic
shape extraction methods [19]. For instance, in one of the snapshots of DBpedia [20] we analyzed,
some of the entities representing musical bands were wrongly assigned to the class dbo:City
because of some faulty automatic text-matching process. As a consequence, when shapes are
extracted from this dataset using existing approaches, the resulting node shape for dbo:City
specifies that cities are allowed optional properties like dbo:genre and dbo:formerBandMember.
Therefore, our position is that the key to solving these challenges passes through efficient

extraction algorithms that take into account the prevalence of shapes. These algorithms should
extract shapes annotated also with the amount of entities and triples that satisfy them (in
mining terms we talk of support and confidence [21]). Further, they should be able to do so
even on commodity machines. Due to the very restricted nature of validating shapes (i.e., they
are not arbitrary graph patterns), we propose a highly optimized mining algorithm (QSE-Exact).
Then, to tackle the issue of scalability in extremely large KGs, we devised a novel sampling
process, called Dynamic Reservoir Sampling, which allows us to propose QSE-Approximate. As

a result, QSE can filter out shapes affected by spurious or erroneous data based on robust and easily

understandable measures. QSE allows shape extraction both from KGs available as files as well
as SPARQL endpoints. Finally, our efficient approximation algorithm enables shape extraction
even on a commodity machine by sampling the KG entities via a dynamic multi-tiered reservoir
sampling technique. Our experiments on real-world KGs further prove that our sampling
strategy is accurate and efficient.

2. RDF Shapes and the QSE Problem

The standard model for encoding KGs is the Resource Description Framework (RDF [1]), which
describes data as a set of ⟨𝑠, 𝑝, 𝑜⟩∈𝒢 triples stating that a subject 𝑠 is in a relationship with an
object 𝑜 through predicate 𝑝. In these triples subjects, predicates, and objects can be IRIs (ℐ)
or (only for objects) literal values. Moreover, we distinguish two special subsets of the IRIs ℐ :



predicates 𝒫 and classes 𝒞. The set of predicates 𝒫⊂ℐ is the subset of IRIs that appear in the
predicate position 𝑝 in any ⟨𝑠, 𝑝, 𝑜⟩∈𝒢. Among predicates 𝒫 , we identify the type predicate
a∈𝒫 , which corresponds to IRI rdf:type [22] or wdt:P31 WikiData [6], as the predicate that
connects all entities that are instances of a class to the node representing the class itself, i.e.,
their type. Thus, all the IRIs that are classes in 𝒢 form the subset 𝒞:{𝑐∈ℐ|∃𝑠∈ℐ s.t. ⟨𝑠,a, 𝑐⟩∈𝒢}.

Given a KG 𝒢, a set of validating shapes represents integrity constraints in the form of a
shape schema 𝒮 over 𝒢. Since the shape schema describes shapes associated with node types
and their connections to other attributes and other node types, we can also visualize the shape
schema 𝒮 as a particular type of graph (see Figure 1b). Therefore, in the following, we refer to
two concepts: the data graph 𝒢 and the shape graph derived from 𝒮 . The data graph is the RDF
graph 𝒢 to be validated, while the shape graph consists of constraints in the form of the shape
schema 𝒮 against which entities of the data graph are validated. These constraints are defined
using node and property shapes. In the following, we adopt the previously defined syntax [23]
to refer to the set 𝒮 according to the SHACL core constraint components [24]. Finally, without
loss of generality, we focus on the current standard for SHACL shapes in the following, but our
methods can be applied to ShEx via converters [25].

When validating a graph 𝒢 against a shape schema 𝒮 having a node shape ⟨𝑠, 𝜏𝑠,Φ𝑠⟩∈𝒮 ,
where 𝑠 is the shape for the target class 𝜏𝑠∈𝒞 and Φ𝑠 defines which properties each instance
of 𝜏𝑠 can or should be associated with, we verify that each entity 𝑒∈𝒢 that is an instance of
𝜏𝑠 satisfies all the constraints Φ𝑠. Note that we use the term entity and node interchangeably
throughout the paper.

Shapes Extraction. Here we study the case where 𝒢 is given, and we want to extract the
set of validating shapes 𝒮 that validates every class in 𝒞 from 𝒢. This is the shapes extraction

problem. In this case, existing automatic approaches [8] assume the graph to be correct, then
iterate over all entities in it, and extract for each entity 𝑒 all necessary shapes that validate
𝑒. The union of all such shapes is assumed to be the final schema 𝒮 . This is useful when we
want to validate new data that will be added in the future to the KG so that it will conform to
the data already in the graph. Unfortunately, this approach will produce spurious shapes. For
instance, in Figure 1, since :alice has both type Full Professor and Chair, when parsing the triple
(:alice, :headOf, :CS_Faculty), the property shape headOf (the red dotted arrow in Figure 1.b) is
assigned to both node shapes, instead of assigning it to the Chair node shape only.

Shapes Support and Confidence. To contrast the effect of spuriousness, we want to exploit
statistics on how often properties are applied to entities of a given type. Therefore, we introduce
the notion of support and confidence for shape constraints to study the reliability of extracted
shapes. These concepts are inspired by the well-known theory developed for the task of frequent
patterns mining [26]. In our approach, a property shape corresponds to a node- and edge-labeled
graph pattern. Thus, given the shape 𝑠:⟨𝑠, 𝜏𝑠,Φ𝑠⟩∈𝒮 its support is the number of entities that
are of type 𝜏𝑠, while the support of a property shape 𝜑𝑠:⟨𝜏p, Tp,Cp⟩∈Φ𝑠 is the cardinality of
entities conforming to it. Finally, the confidence of a constraint 𝜑𝑠 measures the ratio between
how many entities conform to 𝜑𝑠 and the total number of entities that are instances of the target
class of the shape 𝑠 (for brevity, we leave out the full computation and formalization [19]).

In practice, as it happens in the case of frequent pattern mining [26], when extracting
validating shapes, the support (supp(𝜑𝑠)) provides insights on how frequently a constraint is
matched in the graph, i.e., the number of entities 𝑒 satisfying a constraint 𝜑𝑠. While similar



to the task of itemset mining [27], the confidence (conf(𝜑𝑠)) can tell us how strong is the
association between a node type and a specific constraint, i.e., the proportion of entities 𝑒
satisfying a constraint 𝜑𝑠 among all the entities that are instances of the node type 𝜏𝑠 of 𝑠∈𝒮 .
For instance, the confidence for property shape headOf (Figure 1.b) in our snapshot of LUBM is
10% for the Full Professor node shape and 100% for Chair, which indicates a strong association
of the headOf property shape to latter and a weak association to the former.

Given the need to extract shapes from a large existing graph 𝒢, we formally define the
problem of extracting high-quality shapes from KGs as follows:

Problem 1 (Quality Shapes Extraction). Given an RDF graph 𝒢, a threshold 𝜔 for support,

and 𝜀 for confidence, the problem of quality shapes extraction over 𝒢 is to find the set of shapes 𝒮
such that for all node shapes ⟨𝑠, 𝜏𝑠,Φ𝑠⟩∈𝒮 it holds that supp(𝑠)>𝜔 and for all property shapes

𝜑𝑠:⟨𝜏p, Tp,Cp⟩∈Φ𝑠, supp(𝜑𝑠)>𝜔 and conf(𝜑𝑠)>𝜀.

3. QSE-Exact: Exact Shape Extraction algorithm

Extracting shapes 𝒮 from an RDF graph 𝒢 requires processing its triples and analyzing the
types of nodes involved. At a high level, we need to know for each entity all its types, these will
become node shapes, and then for each entity type, identify property shapes, which requires,
in turn, knowing the types of the objects as well. Furthermore, we need to keep frequency
counts to know how often a specific property connects nodes of two given types compared
to how many entities exist of those types. Therefore, the extraction of shapes 𝒮 from an RDF
graph 𝒢 involves a computation over all of its triples. During this process, the system surveys
which types are associated with all distinct subjects and objects within these triples. Further, for
each entity type, property shapes must be determined, this involves examining the predicates
associated to pairs of subject and object types. This process thus maintains frequency counts to
establish the prevalence of a specific property connecting nodes of two particular types relative
to the total number of entities of those types.

In our solution [19], this is done in four steps (see Figure 2): (1) entity extraction, (2) entity
constraints extraction, (3) support and Confidence computation, and (4) shapes extraction.
These steps apply similarly to both cases when the graph is stored as a complete dump on a
single file or stored within a triplestore [19]. Here, for simplicity, we focus on the file-based
approach. The endpoint version of the algorithm requires instead the execution of multiple
SPARQL queries to extract equivalent information.

QSE-Exact (file-based). One of the most common ways to store an RDF graph 𝒢 on a file F
is to represent it as a sequence of triples. Therefore, QSE reads F line by line and processes it as a
stream of ⟨𝑠, 𝑝, 𝑜⟩ triples. In the entity extraction phase, the algorithm parses each ⟨𝑠, 𝑝, 𝑜⟩ triple
containing a type declaration (e.g., rdf:type or wdt:P31 – this can be configured) and for each
entity, it stores the set of its entity types and the global count of their frequencies, i.e., the number
of instances for each class in maps Ψetd (Entity-to-Data) and Ψcec (Class-to-Entity-Count),
respectively. For example, Figure 2 (phase 1) presents two example entities :bob and :alice
(from the example graph of Figure 1) having entity types :Student, :FullProfessor, and :Chair,
respectively. Figure 2 also presents the structure of the Entity-to-Data Ψetd dictionary map to
help understand the captured entities and their information. In the second phase, i.e., entity
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Figure 2: Overview of the four phases of QSE: 1○ entity extraction, 2○ entity constraints extraction,
3○ support and confidence computation, and 4○ shapes extraction. QSE-Approximate uses Dynamic
Reservoir Sampling (DRS) in 1○.

constraints extraction, the algorithm performs a second pass over F to collect the constraints
and the meta-data required to compute support and confidence of each candidate property
shape. Specifically, it parses all triples except triples containing type declarations (which can be
skipped now) to obtain for each predicate the subject and object types from the map Ψetd that
was populated in the previous step. The type of a literal object is inferred from the value, and
for a non-literal object is obtained from Ψetd. For example, Ψetd records that the types of :alice
are :FullProfessor and :Chair. Then, the Entity-to-Property-Data map Ψetpd is updated to add
the candidate property constraints associated with each subject entity. Figure 2 (phase 2) shows
the meta-data captured for the properties of :bob and :alice.

In the third phase, i.e., for support and confidence computation, the constraints’ information
stored in maps (Ψetd, Ψcec) is used to compute support and confidence for specific constraints.
The algorithm iterates over the map Ψetd to get the inner map Ψetpd mapping entities to
candidate property shapes 𝜑𝑠:⟨𝜏p, Tp,Cp⟩∈Φ𝑠, and retrieves the type of each entity using types
information stored in Ψetd to build triplets of the form ⟨𝜏𝑒, 𝜏𝑝, 𝜏𝑝𝑜⟩ and compute their support
and confidence. Figure 2 (phase 3) highlights some of these triplets for 𝜏𝑒 =:Student. The value
of support and confidence for each distinct triplet is incremented in each iteration and stored
in ΨSupp and ΨConf maps. Additionally, a map ΨPTT (Property to Types) is populated with
distinct properties’ frequencies and their object types to establish the corresponding min/max
cardinality constraints.

Finally, in the shapes extraction phase, the algorithm iterates over the values of the Ψctp

map and defines the shape name of 𝑠, the shape’s target definition 𝜏𝑠, and the set of shape

constraints 𝜑𝑠 for each candidate class. The set of property shapes 𝑃 for a given Node Shape are
then extracted from the map Map⟨Property, Set⟩. An example shapes graph for our running
example is shown in Figure 1. The Cp constraint can possibly have three types of values:
sh:Literal, sh:IRI, and sh:BlankNode. In the case of literal types, the literal object types such as
xsd:string, xsd:integer, or xsd:date are used. However, in the case of non-literal object types,
the constraint sh:class is used to declare the type of object to define the type of value for the
candidate property. It is possible to have more than one value for the sh:class and sh:datatype
constraints of a candidate property shape, e.g., to state that a property can accept both integers



and floats as values, in such cases, we use sh:or constraint to encapsulate multiple values. A
more detailed explanation of each phase is available in the extended version of the paper1.

Cardinality Constraints. QSE supports assigning cardinality constraints (sh:minCount and
sh:maxCount) toCp to each property shape constraint 𝜑𝑠:⟨𝜏p, Tp,Cp⟩. Following the open-world
assumption, all shape constraints are initially assigned a minimum cardinality of 0, making
them optional. However, in some cases, certain properties must be mandatory (min count: 1),
while others should appear exactly once per entity (i.e., should be assigned both a min and
a max count equal to 1). Trivially one can assign minimum cardinality 1 to property shapes
having confidence 100%, i.e., for those cases in which all entities have that property. In case of
incomplete KGs, QSE allows users to provide a different confidence threshold value for adding
the min cardinality constraints. To achieve this, we extend the fourth phase and add a min
cardinality constraint for property shapes based on the min-confidence provided by the user.
QSE also keeps track of properties having maximum cardinality equal to 1 in a second phase
and assigns sh:maxCount=1 to those property shapes in the fourth phase of shapes extraction.

Our analysis [19] shows that QSE-Exact requires only two passed over the file containing the
triples. On the other hand, QSE-Exact keeps type and property information for each entity in
memory while extracting shapes. As a result, its memory requirements are prohibitively large
when dealing with very large KGs. Therefore, we propose QSE-Approximate to enable shape
extraction from very large KGs with reduced memory requirements.

4. QSE-Approximate

QSE-Approximate solves the scalability issue in shapes extraction approaches by employing a

sampling technique. Thanks to this technique, we are able to drastically reduce the mem-
ory requirements of QSE-Exact. Thus, QSE-Approximate is based on a multi-tiered dynamic
reservoir-sampling (DRS) algorithm. Reservoir sampling is a technique for selecting a random
sample of items from a stream of data. Given a sample size fixed in advance it assumes each
item has an equal probability of being chosen. In our algorithm we maintain as many reservoirs
as types in the graph. Yet, entities have a very skewed distribution, so fixing the size of each
reservoir in advance leads to a huge memory waste, as most reservoir remain almost empty.
Our method, instead, dynamically resizes each reservoir as new triples are parsed. Moreover,
the replacement of nodes in the reservoir is performed based on the number of node types
across reservoirs. The resulting algorithm replaces the first phase of QSE. After sampling, the
information about the sampled entities is used in the same way as before in the remaining phases
of our exact algorithm. Hence, we maintain in memory information only for a representative
sample of entities, forming an induced sampled graph, enough to detect all shapes.

QSE-Approximate receives as input a graph file F, sampling percentage (Sampling%), and
maximum size of the reservoir per class (𝜏𝑚𝑎𝑥). After initialization, triples 𝑡 of F are parsed and
filtered based on whether they contain a type declaration. From these, we extract the entities
to populate the Entity-to-Data map Ψetd, while non-type triples are parsed to keep count of
distinct properties in the Property-Count map Ψpc. For instance, :alice is an entity of type
:FullProfessor and :Chair in Ψetd shown in Figure 2. QSE-Approximate maintains a reservoir for

1https://relweb.cs.aau.dk/qse/

https://relweb.cs.aau.dk/qse/


each distinct entity type 𝑒𝑡, e.g., maintaining a distinct reservoir of entities of type :Student (𝑅1),
:FullProfessor (𝑅2), and :Chair (𝑅3) shown in Figure 2, using a map of sampled entities per
class (Ψsepc). The reservoir capacity map (Ψrcpc) stores the current max capacities for the
reservoir for each 𝑒𝑡. If 𝑒𝑡 does not exist in Ψsepc and Ψrcpc, i.e., if it has not a reservoir, one is
created. Then, 𝑒 is inserted in the reservoir for 𝑒𝑡, e.g., :alice is inserted into both reservoirs
𝑅2 and 𝑅3 shown in Figure 2. If the reservoir has reached its current capacity limit, we may
have to replace an entity in the reservoir with the current one. Hence, neighbor-based dynamic
reservoir sampling is performed, i.e., a random number 𝑟 is generated between zero and the
current number of type declarations read from F. If 𝑟 falls within the reservoir size, then a node
in the reservoir is replaced with 𝑒. To select which node to replace, we identify as ̂︀𝑛 the target
node at index 𝑟, and with 𝑛 a⃗nd �⃗� its neighbors at indexes 𝑟−1 and 𝑟+1, respectively. Among
these, the node having minimum scope (i.e., the minimum number of types that are known at
this point in time) is selected to be replaced by the current 𝑒. Additionally, the algorithm keeps
track of actual Class-to-Entity-Count in Ψcec, i.e., the exact count of how many entities of each
type we have seen. Once the reservoir for 𝑒𝑡 is updated, we compute the proportion of entities
sampled so far with type 𝑒𝑡 over the total number of entities of that type seen up to now. Given
the current and target sampling ratio (Sampling%) provided as input, the algorithm evaluates
whether to resize the reservoir for 𝑒𝑡, if it has not already reached the limit 𝜏𝑚𝑎𝑥.

While performing shapes pruning using counts over sampled entities, QSE-Approximate
requires to estimate actual support 𝜔𝜑 and confidence 𝜀𝜑 of a property shape 𝜑 from the current
values 𝜔 and 𝜀 computed from the sampled data. To estimate the effective support for a property
shape 𝜑 we employ the formula 𝜔𝜑=𝜔𝜑/𝑚𝑖𝑛(|𝑃 *

𝑟 |/|𝑃 |, |𝑇𝑟|/|𝑇 |), where 𝜔𝜑 is the support
computed for 𝜑 in the current sample, 𝑃 represents all triples in 𝒢 having property 𝜏𝑝, 𝑃 *

𝑟

represents triples having property 𝜏𝑝 across all entities in all reservoirs, 𝑇 represents all entities
of type 𝑒𝑡 in 𝒢, and 𝑇𝑟 represents all entities of type 𝑒𝑡 in the reservoir. Similarly, the confidence
𝜀𝜑 of a property shape is estimated by dividing by |𝑇𝑟| the estimated support.

Space Analysis. QSE-Approximate’s space complexity depends on the values of target
Sampling%, the maximum reservoir size 𝜏𝑚𝑎𝑥, and the number of entity types |T| in 𝒢. In the
worst case, it requires 𝑂(2·|𝑇 |·𝜏𝑚𝑎𝑥), therefore while 𝒢 can contain hundreds of millions of
entities, we can still easily estimate how many distinct types are in the graph and select 𝜏𝑚𝑎𝑥

to fit the available memory.

5. Evaluation and Discussion

We selected a synthetic dataset, LUBM-500 [28], and three real-world datasets: DBpedia [20]
downloaded on 01.10.2020; YAGO-4 [5], for which we use the subset containing instances from
the English Wikipedia, downloaded on 01.12.2020; and WikiData [6], in two variants, i.e., a
dump from 2015 [29] (Wdt15), used in the original evaluation of SheXer [13], and the truthy
dump from September 2021 (Wdt21) filtered by removing non-English strings. Among these,
Wdt21 is the largest and contains almost 2B triples, with 82K node types, and 9K property
types. We have implemented QSE algorithms in JAVA-11. All experiments are performed on a
single machine with 16 cores and 256 GB RAM. Yet, we also test the algorithm performance in a
resource constrained environment. The full experimental setup of QSE is available online [30].



Table 1
Running Time (T) in minutes (m) and hours (h) along with Memory (M) consumption in GB.

DBpedia LUBM YAGO-4 Wdt15 Wdt21
T M T M T M T M T M

F
SheXer 26 m 18 58 m 33 1.9 h 24 3.2 h 59 - OutM
QSE-Exact 3 m 16 8 m 16 23 m 16 16 m 50 2.5 h 235
QSE-Approx 1 m 10 2 m 10 13 m 10 13 m 16 1.3 h 32

Q
SheXer 9 h 65 15 h 140 OutT - 13 h 180 OutT -
QSE-Exact 34 m 16 47 m 16 2.4 h 16 1.2 h 16 OutT -
QSE-Approx 16 m 6 3 m 7 39 m 16 49 m 16 5.7 h 64

QSE-Exact. We initially considered SheXer [13], ShapeDesigner [16], and SHACLGEN [12]
as state-of-the-art approaches [8] to compare against QSE. Yet, from our initial experiments, we
verified their current implementations cannot handle large KGs with more than a few million
triples and do not manage to extract shapes of KGs having more than some hundreds of classes.
Therefore, in the following, we focus our comparison on SheXer. Table 1 shows the running
time and memory consumption to extract shapes for all datasets using File (F) and Query-based
(Q) variants of SheXer, QSE-Exact, and QSE-Approximate. Among the file-based approaches,
QSE-Exact is 1 order of magnitude faster than SheXer for all datasets. Further, it consumes up
to 50% less memory than SheXer. We note that SheXer goes out of memory (OutM) for Wdt21.

When looking at the shapes produced after pruning via support and confidence [19], as
expected, the results show that the higher we set the threshold for support and confidence, the
higher the percentage of PSc and PS to be pruned. Precisely, DBpedia contains 11𝐾 Property
Shapes (PS), with 38𝐾 non-literal and 5𝐾 literal Property Shape constraints (PSc), when QSE
performs pruning with confidence >25% and support ≥ 1, it prunes out 99% PSc and PS. Similarly
for Wdt21, QSE prunes 85% non-literal and 97% literal constraints, and 66% PS for confidence
>25% and support ≥1. A manual inspection showed us that there was a very high correlation
between high support shapes and shapes that should be valid in the KG.
QSE-Approximate. Table 1 shows how QSE-Approximate reduces the memory require-

ments of the exact approach by allowing users to specify the sampling percentage ( Sampling%,
S% for short) and maximum limit of the reservoir size (𝜏𝑚𝑎𝑥), i.e., the maximum number of
entities to be sampled per class, to reduce the number of entities to keep in memory. Here (with
𝜏𝑚𝑎𝑥 = 1000 and S%=100%), to extract shapes from Wdt21, QSE-Approximate required almost
half the time with 1 order of magnitude less memory than QSE-Exact, while SheXer could not
complete the computation. Similarly, among query-based approaches, QSE-Approximate proved
to be the only approach to extract shapes from the Wdt21 endpoint in 5.7 hours with 64 GB
memory consumption. In contrast, QSE-Exact and SheXer timed out (24 hours).

Practical Implications of QSE. We tested the practical utility of QSE by evaluating the
correctness of extracted shapes and their effect when used to validate the KG [19]. The results
of this analysis showed that QSE extracts shapes with 100% precision in terms of correct
shapes constraints that should be part of the final set of shapes (qualified as quality shapes) by
removing spurious shape constraints. Further, we used these 10 shapes, extracted by QSE, to
validate DBpedia using a SHACL validator and found 20,916 missing triples and 155 erroneous
triples. The detailed results of this analysis are contained in the extended version1. Overall, this
experiment shows that by using our technique the user is provided with a refined set of valid
shapes that can effectively identify errors in the KG.
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