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Abstract
The evolution of technology in the maritime sector has markedly enhanced both operational efficiency and
safety by incorporating Industrial Control Systems. Nonetheless, such advancements have concurrently
unveiled cybersecurity vulnerabilities, introducing novel risks to maritime operations. In this paper,
we explore the standard architecture of integrated maritime systems, with a specific emphasis on the
Steering Gear subsystem, and present an adversary model tailored for the technological and operational
context of the maritime sector. We introduce a methodology embedded in a custom malware that employs
a process mining method, aimed at conducting physics-aware, targeted attacks. The results show that
such a malware can delivery attacks that have disruptive consequences on the ships.
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1. Introduction

The technological advancement in the maritime sector has significantly improved operational
efficiency and safety through the integration of Industrial Control Systems (ICS). However, this
progress also brings to light cybersecurity vulnerabilities, introducing new risks to maritime
operations. The increase in cyber-attacks targeting maritime systems emphasizes the urgent
need for robust cybersecurity frameworks. This paper explores the development of process
mining based attacks against maritime ICS, highlighting the vulnerabilities in this critical
infrastructure.

Cybersecurity incidents in the maritime industry have historically leveraged generic vulnera-
bilities, but the most severe impacts have resulted from attacks tailored to exploit the unique
operational contexts of maritime systems. As for notable cybersecurity breaches such as Stuxnet
and Triton, our research suggests that maritime ICS are vulnerable to similarly sophisticated
attacks. These incidents underline the potential for catastrophic outcomes from attacks that
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exploit the specificities of ICS, underscoring the necessity of understanding these vulnerabilities
in the maritime domain.

In this paper, we focus on the typical onboard ICS configurations from an adversarial stand-
point. In more detail:

• We explore the standard architecture of integrated maritime systems, with a particular
focus on the Steering Gear subsystem, and present an adversary model tailored for the
technological and operational context of the maritime sector.

• We propose a methodology based on process mining, embedded in a novel malware
designed to execute physics-aware targeted attacks through reconnaissance, weaponiza-
tion, and delivery phases. We show how such a malware can deliver attacks that have
disruptive consequences on the ships.

2. Integrated Maritime Systems and Adversary Model

2.1. Common Architecture

Modern vessels are complex Information Technology/Operational Technology systems that
seamlessly integrate to ensure efficient coordination and control of diverse ship functions. The
Integrated Bridge System (IBS) [2] and the Integrated Platform Management System (IPMS) [3]
are the key elements in this integration. IBS oversees navigation from the bridge, while IPMS
is responsible for managing and monitoring the ship’s automation. Their functions operate
within a common architecture in modern vessels, illustrated in Figure 1.
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Figure 1: Common architecture for integrated maritime systems.

The architecture includes multifunction control consoles, navigational sensors, and Remote
Terminal Units (RTUs). On the Bridge, consoles provide operators access to essential navigation
functions within the IBS, including RADAR and the Electronic Chart Display and Information
System (ECDIS). Additionally, they act as the Human Machine Interface for the IPMS in control
rooms like the Engine Control Room. Navigational sensors collect and transmit data regarding
the ship’s position, orientation, velocity, and surrounding environmental conditions. RTUs
handle process-level data acquisition and control, interfacing with ship machinery actuators and
sensors. They interact with propulsion systems, auxiliary pumps and compressors, electrical
generators and switchboards, and steering mechanisms.

In essence, RTUs assume the role of specialized Programmable Logic Controllers (PLC) [4],
which function as both an intermediary for communication and a solution for hiding the
complexity of multiple other PLCs that interface with ship machinery. As generic PLCs, a CPU



executes user-defined logic, manages the operational cycle, and communicates with peripherals.
This cycle involves scanning inputs, processing data, and updating outputs, known as the scan
cycle.

The architecture follows an integration pattern that enables connected endpoints to use a
dual redundant network for message transmission. Navigational sensors provide real-time data,
while RTUs exchange setpoints and commands with ship machinery, and consoles process and
display data. This setup enhances operators’ situational awareness and decision-making by
facilitating comprehensive data fusion. Additionally, it simplifies redundancy in control rooms
and control station duplication. For example, an engineering station can be placed on the bridge
for officers to monitor machinery subsystems.

Navigational sensors and maritime equipment adhere to the NMEA 0183 standard that
specifies an electrical and data exchange format between maritime electronics. Devices utilize
the IGMP protocol to interact with multicast flows, establishing the Lightweight Ethernet (LWE)
configuration.

RTUs follow protocols commonly employed in Operational Technology setups. While no
single standard prevails, onboard installations commonly prefer two widely adopted protocols:
Modbus and OPC [5]. In this paper, our focus is on Modbus, as it remains the protocol of
choice for most vendors [6]. Briefly, the Modbus protocol organizes PLC program memory into
four main types of registers: discrete output coils (1-bit), discrete input contacts (1-bit), analog
input registers or IW (16-bit), and analog output holding registers or QW (16-bit). Commands,
known as function codes, manipulate these registers for read/write access. Each Modbus
transaction comprises a single query, response, or broadcast frame containing the receiver’s
address, command to execute, and associated data.

Regarding cybersecurity, these protocols lack inherent security features like encryption or
authentication, leaving transmitted data vulnerable to eavesdropping and false information
injection. Attackers could exploit integrated configurations for lateral movements between
systems. To address these risks, recent ship design or refit efforts align with the International
Maritime Organization recommendations [7] by opting for segregated systems grouped by
function, such as navigation and automation. However, some control consoles need relaxed
restrictions for operational continuity. For example, the steering subsystem control station
relies on real-time monitoring of the ship’s behavior [8], and correlating data from navigational
sensors and ship machinery requires it to have both navigation and automation functions.

2.2. Steering Gear Subsystem

In the maritime domain, the steering gear system comprises equipment essential for vessel
navigation, including the rudder, mechanical linkages, actuators, and associated Steering Gear
Control System (SGCS). The International Convention for the Safety of Life at Sea (SOLAS)
and its amendments [9, 10, 11, 12] define mandatory requirements for steering gear systems on
international voyaging ships, such as the need for a rudder angle indicator on the navigation
bridge. Consequently, implementations often rely on established solutions. This paper focuses
on electro-hydraulic SGCS, prevalent in large commercial vessels, with dual pumps, or power
units, for redundancy. The ship’s rudder is operated by hydraulic cylinders which counteract
its lift. Valves near those cylinders allow the selection of the actuation direction, while relief



valves ensure system safety from overpressure. The entire system contains an ISO VG 100 oil as
its working fluid. In total, our implementation of the SGCS exposes 312 registers. They hold
actuator setpoints and sensor measurements via a dedicated RTU. A subset of these registers is
of particular interest to the attackers. IW101 contains the current rudder angle as measured by
its sensor, while QW100 stores the desired rudder angle set by the bridge. QW104 and QW105
contain the hydraulic cylinder valve command, which dictates whether the valve is open, closed,
or in reverse flow. Lastly, QW106 and QW107 store the desired speed of the pump, also known
as the governor setting.

2.3. Adversary Model and Assumptions

The focus of this study is on sophisticated threat actors [13] who are active in the maritime sector.
These attackers possess the necessary skills and resources to develop custom malware and utilize
various tactics for its deployment. Their techniques include exploiting maintenance operations,
supply chain compromise, social engineering, and vulnerabilities in onboard workstations.

We assume the targeted vessel follows the NMEA 0183 standard using an LWE configuration
and is equipped with a SOLAS-compliant single rudder electro-hydraulic steering gear. We
presume that the attackers have successfully introduced malware into an onboard system
capable of receiving NMEA data and interacting with the RTU of the steering subsystem via
Modbus.

The objective is to manipulate the ship’s course by gaining control over the steering system,
thereby causing disruption or interfering with navigation. This action could result in substantial
economic or reputational losses while jeopardizing safety.

The malware must operate as a standalone entity, capable of carrying out malicious activ-
ities without contacting a command and control infrastructure. It should maintain a covert
operational approach by observing system behavior before making changes, rather than using
trial-and-error methods. Additionally, it must be able to run on existing onboard systems,
including legacy ones, while minimizing resource usage to avoid detection. Upon activation, the
malware should quickly bring the ship to the desired state within a limited time frame, thereby
reducing the crew’s capacity to respond effectively.

3. Methodology

3.1. Attack Phases and Tasks of the Stealth Malware

Figure 2 sketches the different phases of the attack, along with the tasks the stealth malware
carries out to conduct it. In the reconnaissance phase, the malware starts by identifying key

Figure 2: Phases and tasks of the stealth malware.

features of the onboard automation system. The register enumeraton task involves identifying the



list of registers utilized by the SGCS automation system among available ones, typically through
enumeration techniques like scanning the Modbus address range. Then, attackers employ scan
cycle rate estimation to estimate the fixed scan cycle rate (𝑓𝑝) at which the PLCs operate. It
involves sampling registers at a higher rate than 𝑓𝑝 and monitoring the intervals between
updates. The current/desired rudder angle annotation task identifies the registers for the current
and desired rudder angles. Identification is possible by listening to the broadcasted NMEA and
correlating the RSA (Rudder Sensor Angle) and ROR (Rudder Order Status) sentences with
values returned by reading registries. In the register size and cardinality evaluation, attackers
aim to understand the size, i.e., the range and representation format (e.g., integer, float32 or
float64), and the cardinality of registers, i.e., the diversity and the type of data they can hold,
within the SGCS system. Size evaluation involves referencing adjacent registers and determining
if they can be decoded as a floating-point number. Cardinality evaluation includes querying
values and applying analysis and statistical methods over multiple cycles. The reconnaissance
phase concludes with the data collection task, collecting data from the SGCS system automation
to facilitate the model discovery task. Each entry represents a register reading that includes a
timestamp, the register ID, and the current value.

In the weaponization phase, the malware utilizes a technique to reverse-engineer the opera-
tional procedure for controlling the rudder as utilized by the automation system. The involved
tasks are detailed in Section 3.2.

Finally, in the delivery phase, the malware determines the optimal timing to initiate and
execute the attack. The triggering task operates based on the ship’s state inferred from NMEA
traffic. The attack starts when the payload injection task transmits the output obtained from the
weaponization phase to the SGCS RTU using the Modbus protocol.

3.2. Model Discovery and Attack Generation

Process mining is recognized as a powerful and effective approach for analyzing and under-
standing process models via event log analysis. The core of process mining is process discovery,
a technique aimed at creating process models from event logs. These models, often represented
as graphs of causal dependencies, describe the control flow among activities. Notably, in addi-
tion to the information gathered from the log, there are methods that can take advantage of
background knowledge available to the domain expert in the form of precedence constraints
over the topology of the dependency graphs [14] ultimately discovering meaningful models. In
the context of ICS, process discovery algorithms have been successfully applied to generate
process models that accurately reflect the expected behavior of the system, learning from the
device logs generated by ICS devices like PLCs.

Expanding on these concepts, we now recall our proposed method (originally presented
in [1]). The method is designed to support malicious reverse engineering focused on ship control
systems. This requires the introduction of several foundational definitions and notations.

We start by introducing the concept of device status record which represents an individual
entry that is generated by a SCADA device. Let 𝑇 , 𝑉𝑁 , and 𝑅𝐴 denote sets of timestamps,
variable names, and attribute names, respectively. In addition, let 𝑉𝑉 𝑣 denote the set of possible
values of the variable named 𝑣 ∈ 𝑉𝑁 . A device status record 𝑟 is a tuple of attribute name/value
pairs. The value of attribute 𝑎 ∈ 𝑅𝐴 for device status record 𝑟 is denoted by 𝑎(𝑟). Every device



status record 𝑟 has at least the following attributes: (i) 𝑡𝑖𝑚𝑒(𝑟) ∈ 𝑇 is the timestamp of the
record; (ii) 𝑣𝑁𝑎𝑚𝑒(𝑟) ∈ 𝑉𝑁 is the variable name in the record; (iii) 𝑣𝑉 𝑎𝑙(𝑟) ∈ 𝑉𝑉 𝑣𝑁𝑎𝑚𝑒 is
the value in the record. We denote the set of all possible device status records as 𝑅.

A device log 𝐿 ⊆ 𝑅 is a set of device status records. A device log represents the sequential
recording of system states and activities as derived from the readings of the various registers.
Table 1 illustrates a portion of a device log, including the values recorded for different variables
during two consecutive scan cycle.

Table 1
Excerpt of a raw device log.

time vName vVal

00:00:00 QW100 32768
00:00:00 IW101 32768
00:00:00 QW104 32768
00:00:00 QW105 32768
00:00:00 QW106 32768
00:00:00 QW107 32768

To facilitate the construction of a model for SGCS and the subsequent generation of attacks,
our methodology proceeds through several stages, starting with preprocessing to convert raw
data into a format suitable to process mining. Given a device status record with a variable name
𝑣 ∈ 𝑉𝑁 and its associated value 𝑣𝑎𝑙 ∈ 𝑉𝑉 𝑣 , the activity name is obtained as follows: (i) if 𝑣
is a numerical variable (i.e., |𝑉𝑉 𝑣| > 3), the activity name indicates the change relative to the
last recorded value for 𝑣. Specifically, we denote an increase in value by “v_Increasing” and a
decrease by “v_Decreasing”; (ii) if 𝑣 is a boolean or ternary variable (|𝑉𝑉 𝑣| ≤ 3), the activity
name captures the specific transition from the previous recorded value. Specifically, we use
“v_(previousvalue)_to_(currentvalue)” as activity name. If a previous value is not in the log,
the activity name for 𝑣 is not specified. The set of all possible activity names is denoted as 𝐴.
Observe that |𝑉𝑉 𝑣| corresponds to the cardinality of the registers (see Section 3.1).

Finally, given a device log 𝐿, a case identifier is a function 𝑐𝑖𝑑 : 𝐿 → N. Consider the set
{𝑟1, 𝑟2, . . . , 𝑟𝑘} ⊆ 𝐿 of device status records such that ∀𝑖 ∈ [1, 𝑘], 𝑣𝑁𝑎𝑚𝑒(𝑟𝑖) = 𝑣𝑠𝑐. Then:

• ∀𝑟 ∈ 𝐿 s.t. 𝑡𝑖𝑚𝑒(𝑟) ≤ 𝑡𝑖𝑚𝑒(𝑟1), 𝑐𝑖𝑑(𝑟) = 0.
• ∀𝑖 ∈ [1, 𝑘], ∀𝑟 ∈ 𝐿 s.t. 𝑡𝑖𝑚𝑒(𝑟𝑖) < 𝑡𝑖𝑚𝑒(𝑟) ≤ 𝑡𝑖𝑚𝑒(𝑟𝑖+1), 𝑐𝑖𝑑(𝑟) = 𝑖.

Utilizing domain expertise, we partition the log into subsets reflecting significant operational
states—specifically, those ending with 𝑣𝑠𝑐_decreasing or 𝑣𝑠𝑐_increasing. This partitioning distils
the log into more manageable portions that represent the SGCS’s dynamics, facilitating the
extraction of meaningful process models without the clutter of irrelevant data.

Employing the Heuristics Miner algorithm [15] (due to its computational efficiency, which is
crucial in a setting with limited resources, and capacity to generate clear, interpretable models)
we extract a process model from the event log. This model mirrors the SGCS’s operational dy-
namics, forming the basis for the development of automated attacks through specific operational
sequences of Modbus packets.



For instance, starting from the initial raw data of Table 1, by applying the definitions and
procedure described above, we generate event sub-logs that capture the SGCS’s behavior under
standard operational conditions. One such sub-log, focusing on the decreasing behavior of the
register IW101, is shown in Table 2.

Table 2
Excerpt of the final event sub-log.

time activity caseid

00:00:08 QW104_32768.0_to_65536.0 9
00:00:08 QW106_Increasing 9
00:00:09 IW101_Decreasing 9
00:00:53 QW106_Increasing 54
00:00:53 QW107_Increasing 54
00:00:54 IW101_Decreasing 54

The process model derived from it is depicted in Figure 3—it provides a visual and functional
blueprint for constructing targeted attacks.

QW106_Increasing

QW104_0.0_to_65536 QW105_65536_to_0.0

QW106_Decreasing

QW107_Decreasing

QW101_Decreasing

QW107_Increasing

Figure 3: A process model for the final event sub-log of Table 2.

Table 3 reports an example targeted attack, showcasing the sequential execution leading
to SGCS disruption. The attack is based on the model of Figure 3 and mirrors the operations
observed along the most frequent path in the model—from the starting to the terminating
activity (bold arrows in Figure 3)—to orchestrate specific Modbus packet injections aimed
at controlling valve actuators and pump governors, consequently disrupting SGCS’s normal
operation. The attack leverages NMEA traffic analysis to identify optimal attack timings based
on ship telemetry, proximity to other vessels, and environmental conditions. The malware
processes the incoming attack file containing the payloads outlined in Table 3, then proceeds to
inject these payloads to the SGCS RTU via Modbus, according to the operational flow depicted
in the process model.

The example above shows how the application of process mining in cybersecurity enables the
development of advanced malware which can precisely target and manipulate SGCS operations



Table 3
Example attack.

# Event Payload Description

Inject L Valve command register
1 QW104_0.0_to_65536 07d4ffff with “write single discrete output coil” packet

to set 65536 value

Inject R Valve command register
2 QW105_65536_to_0.0 07d5000 with “write single discrete output coil” packet

to set 0.0 value

3 ℎ1 07d60001
Send a “read discrete output coil” packet
to L Pump Governor

4 ℎ2 07d70001
Send a “read discrete output coil” packet
to R Pump Governor

5 QW106_Decreasing 07d65d7a
Send a “write single discrete output coil” packet
to L Pump Governor

6 QW107_Decreasing 07d77de8
Send a “write single discrete output coil” packet
to R Pump Governor

by sending Modbus packets to critical registers. The interested reader is referred to [1] for
further empirical analyses.

4. Discussion

In this work, we shed light on the potential for attackers to exploit specialized malware designed
to disrupt the physical operations of ships. The urgent need for research into countermeasures is
evident, with potential solutions including early detection mechanisms [16] like physics-aware
ICS honeypots [17, 18, 19, 20], and process mining for identifying physics-aware attacks based
on game theory frameworks [21, 22, 23, 24]. Additionally, compact activity log representations
suitable for both procedural and declarative process mining methods are also essential. The
discovered models can be refined with explainable AI to create accurate, understandable models
for defense [25, 26, 27]. Finally, the challenges related to anonymity in maritime communication
networks also present a critical area for future exploration [28]. Indeed, the integration of
privacy-preserving techniques, could further strengthen maritime systems against operational
data interception and manipulation [29, 30].
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