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Abstract
Data preparation has an important role in data analysis, and it is time and resource-consuming, both in

terms of human and computational resources. The "Discount quality for responsible data science" project

aims to focus on data-quality-based data preparation, analyzing the main characteristics of related tasks,

and proposing methods for improving the sustainability of the data preparation tasks, considering also

new emerging techniques based on generative AI. The paper discusses the main challenges that emerged

in the initial research work in the project, as well as possible strategies for developing more sustainable

data preparation frameworks.

1. Introduction

The technological boost in the capability of analyzing data and reusing it is enormous. The

attempt to build data spaces, or data ecosystems, that support the publication and reuse of data

for feeding data science pipelines has inspired several initiatives worldwide and in Europe in

several application domains. Data scientists specify and then execute pipelines to transform,

enrich, and analyze data, passing through exploratory analyses and refinement cycles to control

the quality of data and improve the final model. Completely automated pipelines, e.g., AutoML,

have shown significant weaknesses in data science life cycles and are often not appreciated by

data scientists, because of the difficulty of controlling the results in terms of quality, uncertainty,

and explainability. On the other hand, assessing the quality of data and results can be very

expensive in terms of computational and human costs. Recently emerging technologies, such

as Large Language Models (LLM) are starting to show promising directions to support data

analysis and manipulation operations, often triggering a demand based on a "wow effect";

however, applications of LLMs for processing data at moderate or large scales are associated

with costs that make their fitness for use still unclear.

In this scenario, the PRIN 2022 project "Discount quality for responsible data science: Human-

in-the-Loop (HITL) for quality data" focuses on making the whole process sustainable, both
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computationally and in terms of human effort, in all the different phases of data analysis, from

data preparation to data analysis and model building, and data exploitation.

Inspired by [1], the project challenges and approaches focus on sustainability aspects both

concerning human effort in HILT approaches and on computational aspects when considering

task automation, in the direction of effectively using limited resources in the process. Taking

inspiration from the successful proposals for a “discount” usability evaluation proposed for

usability assessment
1
, we propose a “discount” quality evaluation and data preparation approach,

based on methods and theories to reduce the annotations and assessment space and to control

and decrease both the human computing effort and the use of computational resources. Two

main goals will be pursued towards sustainability: i) reducing the computational effort needed

to analyze tabular data and knowledge graphs; ii) introducing HITL in a sustainable way, to

make human contributions effective, keeping them limited in time and size.

The paper is structured as follows. In Section 2, we discuss the state of the art. Data

preparation pipelines are discussed in Section 3, illustrating the main challenges to make them

sustainable, while in Section 4 we examine the principal sustainability strategies proposed in

the project.

2. Related work

In [2], a systematic approach to developing data science projects is advocated. Several proposals

for scientific data ecosystems are emerging, including the European Open Science Cloud EOSC
2
,

and the scientific debate focuses on the need to include humans in the loop in scientific data

analysis while balancing the effort needed to achieve good-quality results.

The project research aims at improving the state of the art in different directions, as follows.

Data ecosystems and data spaces are widely used infrastructures enabling different stake-

holders to interact and resolve interoperability issues among shared data [3]. The design of

these data collaboratives has posed many sustainability challenges investigated first at the

business and organizational level [4], and then translated into technological practices [5]. In this

context, prior work has discussed the role of knowledge-driven approaches and related research

challenges [6], metadata representation for data science pipelines [7], and requirements to make

data FAIR (Findable, Accessible, Interoperable, Reusable) [8]. However, as of today, limited

support is provided to help user develop data preparation and analysis pipelines to be integrated

into data collaboratives.

As an effective data preparation is dependent on the users’ goals, some interesting, although

task-specific, proposals were recently developed to support HITL for data preparation pipelines

and data-centric AI
3
, and addressing data quality has become a prerequisite for data analysis,

machine learning and crowdsourcing techniques. As discussed in [9, 10] data quality in Big

Data presents additional issues for assessing the quality and privacy aspects of data, considering

multiple data sources. Ontology-based data management (OBDM) paradigms and automatic

annotation evaluation of uncertainty (e.g., [11]) are still open problems, in particular for un-

1
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2

https://ec.europa.eu/info/research-and-innovation/strategy/strategy-2020-2024/our-digital-future/open-science_
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derstanding unstructured data ([12, 13], and generating latent representation and comparing

values in different datasets [14]. In [15], the issue of deciding the type and needed amount of

cleaning has been raised focusing textual documents for information retrieval, issue that can

be generalized to different types of textual data, including tabular data. In [16], the authors

proposed a hybrid human-machine data integration framework for the entity-matching problem.

JedAI [17] provides semi-automated pipelines involving data integration and data cleaning,

where each component obtains feedback to refine the results of automated analyses. Yet, JedAI

focuses on the narrow problem of deduplicating records in databases. BrewER [18, 19] has been

proposed to clean only the portion of data useful to satisfy a user’s need expressed through a SQL

query. Data Civilizer [20] provides an end-to-end big data management system to support data

discovery and preparation considering the user’s end goal, providing primitives for performing

data debugging and workflow visualization. In addition, the need to reduce the amount of

computational resources is being emphasized (e.g., Green AI [21]). The emergence of the term

“crowd science” [22] shows the need to study all aspects related to human intervention, including

the management of scarce resources and user motivation in repetitive tasks such as labeling

and manual data quality evaluation. In such activities, a way to estimate and assess human

efforts is needed as a basis for reducing them in the development of datasets or during the

analysis, still retaining meaningful results. In [23], the challenges of exploratory data analysis

and data quality for AI steps are discussed, and a framework for selecting rows and columns,

and identifying overlaps is proposed.

Information Visualization and Visual Analytics [24] support the real-time data analysis

process, enabling a user to explore the data, parametrize models, investigate results, and hypoth-

esize conclusions [25]. Concerning data preparation, few works coped with it through visual

means and human intervention, focusing specifically on data quality aspects. DataPilot [26]

is a recent contribution that focuses on visually supporting data preparation activities. The

analysis of data quality and performance models has been covered by several works [27, 28]

with proposals to allow human intervention through steering by Liu et al. [29]. To make this

effort effective, fluency in data analysis and data quality visual exploration by a human user

is a must [30]. For this reason, several works have explored how to keep human interaction

fluid using visualizations [31], while some others focused on analyzing user traces to inform

the system behavior on user intent, using different techniques to model it [32, 33]. The area of

data preparation was less subjected to these studies, presenting a gap to fill in the literature.

3. Data preparation pipelines

3.1. General concepts

In the project, we focus on data preparation pipelines, defined as sets of tasks that are applied

to a dataset or a data stream to explore the data’s potential or improve its quality in the data

preparation phase. As the main objective of the project is to improve the sustainability of the

data preparation process, in this section, we focus first on the main relevant aspects we plan to

consider in the project; then we examine some relevant challenges we are planning to address

to provide support to data scientists developing pipelines in a sustainable way.

In data preparation pipelines, starting from the classical approach of achieving a data quality



that is “fit for use”, we need to address two main important aspects: the goal of the data

preparation and the tasks that can be performed. The preparation can be performed on several

types of data sources: in the following, we consider data originating from one or more data

sources and structured as textual content either as tabular data or as a knowledge graph.

Concerning the goal, several targets can be considered: i) preparation of a dataset for further
reuse, where the goal is to improve the quality of the dataset in general, considering usual data

quality dimensions (e.g., as described in [34]); ii) preparation of datasets for data analysis, with

either an exploratory data analysis or a well-defined analysis goal; iii) preparation of datasets
for machine learning, for training, validation, fine-tuning, and testing phases, to improve the

quality of the learned model and/or its results. We advocate goal-oriented quality improvement

to make data preparation activities more sustainable, i.e., consider the final goal when tailoring

data preparation activities.

While pre-processing input data to improve data quality several data preparation tasks
are considered in this research. We distinguish among: i) data profiling tasks, to analyze the

characteristics of the data; ii) data transformation tasks (including data cleaning, normalization

and standardization, merging, splitting, dropping data, data imputation); iii) data matching
tasks at the instance and schema level (including deduplication, entity matching and/or linking,

annotations of columns and column pairs), and data augmentation tasks to extend data with

data from third-party sources.

A pipeline can be interpreted as a sequence or a more complex workflow of operations to be

executed on the data. While in many application scenarios pipelines must be executed by data

engineers on large data sets, this large-scale execution is just a final step of a more complex

task, which, inspired by requirements collected for data enrichment pipelines, we conceptualize

as composed of three phases (see Figure 1).

In the first exploration phase, the goal is to 1) understand the fitness for usage in downstream

tasks and 2) identify operations that can improve their quality based on the intended usage.

Typical actors involved in this phase are data scientists, or other professional figures with

domain expertise. The second phase consists of the design of the engineered pipeline, typically

performed by data engineers, while the third phase consists of the actual execution, which also

involves monitoring by operators.

Concerning the tasks in the exploratory phase, examples of questions to be answered are:

what are the characteristics of the data? How can the data be transformed? Is it possible to

enrich the data via integration with other data (matching and augmentation)? In this phase,

users typically consider data samples and need some direct feedback on the results of the

operations they explore to understand their effect, making the usage of proper interfaces very

valuable. The output of this phase is the definition of a preparation pipeline and the specification

of key elements, such as configurations for specific algorithms used within it. Suppose the

pipeline needs to be applied to a large amount of data and/or replicated recurrently. In that case,

it must usually be engineered to be efficient and, therefore, compliant with big data processing

platforms (e.g., using distributed computation), which is the objective of the design phase. While

the output of the design phase is the specification of the engineered pipeline, the output of the

execution phase is the enriched data.



Figure 1: Exploration and data preparation pipelines

3.2. Challenges

Data exploration and the design and execution of data preparation pipelines present several

challenges related to their sustainability. Understanding data preparation tasks under the lenses

of their sustainability is particularly interesting today, considering the role of ML in downstream

analytical modeling and the impact of LLMs (and similar models) on task automation. In the

project, we have identified the following challenges for driving further research questions:

Preparation gain: estimating the likelihood to improve the quality of the goal with data
improvement actions with a given approach.

For instance, systematically applying data cleaning on a dataset is likely to improve the

quality of a machine learning model; however, the improvement ratio is difficult to assess and

may depend on the selected features or parameters.

A clear understanding of the impact of a data preparation action (possibly on a selected portion

of the data) can improve the sustainability of the result, both on the computational side and on

the side of human involvement in the process, as some tasks may require human intervention.

This understanding also presents other problems to be addressed, such as clearly defining goals

and assessing the context.

Sustainable LLM: Leveraging on LLM in data preparation, combining the power of the latest
generation models, e.g., LLMs, with efficiency, scalability, and environmental awareness.
LLMs or similar models targeting structured and semi-structured data are showing promising

performance on several data preparation tasks (e.g., [35, 36, 37, 38]). Careful prompt engineering

[39], larger context sizes [40] and orchestration strategies seem to deliver interesting capabili-



ties related to tasks that can be mapped to language generation (e.g., code generation for data

transformation, query generation and classification for data augmentation) or even decision/-

classification (e.g., deduplication and disambiguation), yet they are extremely expensive and

hard to scale. It is still unclear if these recently proposed solutions are still advantageous for, or

even compatible with, large-scale processing when we consider speed (execution times), costs (in-

frastructure), and environmental sustainability (carbon emissions) at training and inference time.

In general, enhancing the quality of the data consumed by LLMs improves the performances

of models fine-tuned with those LLMs [41]. With structured and semi-structured data coming

from large corpora employed to train the LLMs, it is unpractical to clean/prepare the entire data,

thus the efforts could focus on the portion/tasks that yield the highest benefit for the LLMs. A

first challenge is better characterizing the trade-offs between exploiting the power of LLMs’

implicit knowledge and preserving efficiency, scalability, and environmental sustainability. A

second challenge is finding sweet spots that make LLM usage valuable considering benefit-costs

trade-offs, e.g., application to specific data samples.

User understanding: providing the users with the capability to understand, control, and improve
the outcomes of algorithmic decisions in a human-in-the-loop fashion, even when using the latest
generation models.
For example, in entity linking, users aware of the uncertainty associated with links selected

by the algorithms can get insights into the quality of the results and revise these results

faster [42]. However, solutions to learn from users’ actions are still under-explored in several

data preparation tasks. Latest models, e.g., those based on LLMs proposed for matching-related

tasks [35, 36, 37, 38], do not natively support the interpretation of their decisions in terms of

confidence and are very difficult to adapt with a limited number of user feedback. Adequate

management of the human-in-the-loop approach represents a challenge, efficiently involving the

human user without generating cognitive overload due to too much data to analyze, too broad

and unfocused areas of intervention, or not well-supported decisions to make (human-driven

versus human-as-reviewer). A challenge also arises in identifying the correct degree of control

to provide to the human user, efficiently exploiting human and machine different capabilities.

User Experience Interaction-Driven Optimization: while users interact with systems
involving big data, such as big data visualization systems, their interactions can be recorded and
stored in the form of interaction logs; such logs can then be used to capture characteristics of the
user intent and to optimize the visualization systems used during the data preparation pipeline.
Frequently, such logs work like black boxes due to their low-level nature (i.e., the log is explorable,

but it contains just low-level atomic interactions like a mouse click or mouse move; it is not

straightforward with state-of-the-art techniques to relate it to high-level user actions with

reasonable accuracy) and does not provide information on the decision process regarding the

user’s interactions to the data preparation expert. When analyzing them, the data preparation

expert may be overwhelmed and misled, since the info grasped from the logs is too low-level

and does not give any insight into the user’s intentions. By providing techniques for the

extraction of the user’s intent, it will be possible to know in advance in which portion of the

interaction space and in which phase of the data preparation pipeline it is appropriate to apply



optimizations. Finally, such logs can be exploited to understand at which layer (e.g., data,

rendering or interaction) the visualization systems used during the data preparation pipeline

fail in maintaining response times low enough to keep the user experience optimal [43].

4. Sustainable strategies

Sustainability can be achieved by reducing time and resources. This can be achieved by reducing

the computational complexity of the task execution (e.g., reduction of the volume of the input

dataset) or avoiding redundant actions (e.g., reuse of components/information). In the project,

we are examining several possible strategies, as follows.

Sustainable Data Preparation Components. Sustainable data preparation ensures that

data-driven processes are efficient, effective, and environmentally friendly. Implementing

such a strategy involves processing data efficiently from the data collection to their analysis.

This implies starting from minimizing the acquired unnecessary data to properly selecting the

data preparation components. Improving data quality can already be considered a sustainable

action since poor data quality can lead to inefficiencies and resource waste. However, the data

preparation components have different characteristics and, therefore, different impacts on the

efficiency/effectiveness of the process. The volume and variety of components to consider are

high. In [44], it is possible to find a classification of the tasks included in the data preparation

pipeline: data discovery, data validation, data structuring, data enrichment, data filtering, and

data cleaning. Each category contains a plethora of different functionalities and techniques,

and their selection is not easy. The components can differ from different perspectives: scope,

execution time, complexity, energy consumption, autonomy level, and effectiveness. The idea is

to consider such properties to find the adequate combinations of components able to guarantee

the right balance between sustainability and quality of the results.

Pipeline configurations for sustainable data quality. The design of data preparation

pipelines is challenging: the data analyst must choose the appropriate operations accounting for

several factors. Trial-and-error approaches only sometimes lead to the most effective solution.

Instead, a systematic and automatic strategy supported by provenance information can optimize

this procedure and lead faster to the desired solution while constantly having feedback from the

user [45]. However, while the methodology to build a cost-effective data preparation pipeline is

clear, a sustainable method to reuse these pipelines is still missing. This research work aims to

propose a strategy that defines pipeline embeddings based on the components’ characteristics

that add context-aware capabilities. Such an approach can be used for reusing data profiling

activities, which is fundamental to be applied for LLM and knowledge graphs.

Data Preparation On-Demand. since the paradigm for data integration is increasingly

moving from ETL to ELT, novel on-demand solutions are required to efficiently perform data

preparation and integration on large amounts of raw data (usually stored in data lakes), cleaning

only the portion of data relevant to the downstream task at hand. We aim therefore to work in

this direction to provide practitioners with novel tools, as previously done with BrewER [18, 19],



which runs SQL SP queries directly on dirty data through entity resolution on-demand, and

Sloth [46], designed to detect duplicate and possibly inconsistent versions of the same table on

the Web or in data lakes.

User Experience Sustainable Analysis. Logs collected during the usage of big data

visualization systems can be exploited by leveraging generative AI-based techniques on

them to extract the user intent. By relating low-level traces to high-level visualization tasks

taxonomies [47] it will be possible to capture characteristics of the users’ intent during the

data preparation pipeline, optimizing the steps requiring the human intervention due to

improved and more efficient interaction. In this way, such a pipeline could be refined and

optimized, considering the users’ intent, allowing the creation of a broader design space for

optimization strategies in the other layers (due to the more semantic nature of the user intent

with respect to low-level traces). By leveraging these data, it is possible to fine-tune LLMs

to support optimizations of the data preparation pipelines the user can select during her

work. This strategy, which is linked to the User Understanding challenge, asks for providing

explainability to each user’s choice, which will be investigated [48] to enable the inspection

and understanding of the process for their derivation and their expected costs and outcomes.

Finally, by optimizing the user experience in the visualization systems used during the data

preparation pipeline, we can cascade into more favorable outcomes for each of its phases.

State-of-the-art approaches [49, 50] tend to mitigate the factor which negatively impacts the

most user experience in such systems - high response time [30] - by looking only at the database

level. We can exploit log analysis to pinpoint which layer of the visualization system (e.g., data,

rendering, interaction) is causing the failure, to highlight which portion of the interaction

space tends to lead the system into troubles, and to suggest appropriate optimization techniques.

To conclude, in Table 1, we summarize the main directions that are being explored in the

project, individually or in combination, proposing solutions for the named challenges to achieve

the different strategies.

Preparation
Gain

Sustainable
LLMs

User
Understanding

User Experience
Interaction-Driven

Optimization

Sustainable Data Preparation Components X X
Pipeline configurations for sustainable data quality X X

Data Preparation On-Demand X X X
User Experience Sustainable Analysis X X X

Table 1
Challenges defined for each of the proposed strategies

5. Concluding remarks

Data preparation pipelines make an important contribution both to the required quality of data

in different contexts and to the reduction of the amount of resources needed for their use. In

the project, we are studying the main challenges to be addressed to achieve the proposed set of

strategies to increase the sustainability of data preparation tasks. In particular, we are exploring



several research directions, namely: exploiting the reuse of sustainable pipelines; concentrating

on LLMs, both as a case study of resource-hunger application and as a tool for data preparation;

increasing the user-in-the-loop role by leveraging on usable visual information exploration

approaches.
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