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Abstract  
Among modern classification methods, the support vector machine occupies a leading place 

due to its strict theoretical validity. This method is used in the theory of pattern recognition, in 

data mining, and it is also widely used to build search engines at the stage of classifying text 

documents. 

The article considers the support vector machine method by using a kernel based on a term co-

occurrence matrix in a corpus of text documents. From fuzzy set theory, the relationship 

between two terms in a collection of text documents can be defined. From here it is possible to 

build the kernel for the method support vectors. The study proves that the co-occurrence matrix 

can be the kernel for the method of support vectors. 

The work shows that the quality of classification for the support vector machine method on the 

kernel of the term co-occurrence matrix in a collection of text documents exceeds the quality 

for the SVM method. 

Keywords  1 
Document classification, text corpus, text documents, term co-occurrence matrix, kernel 

function, support vector machines.  

1. Introduction 

Text documents that are saved in electronic storages of global or corporate networks are the basis 

for decision-making in government, scientific, and educational institutions, and determine the success 

of their work as a whole. The intensive growth in the amount of text information, their universal 

accessibility and high dynamism leads to an excess of information and overflow with it. To overcome 
these problems, integrated banks of text documents are being built. During the formation of such 

repositories, preliminary processing of these documents is carried out for the purpose of their 

intellectual analysis. One of the most important stages of preliminary processing of text documents is 
their classification. 

Among modern classification methods, the support vector machine occupies a leading place due to 

its strict theoretical validity. This method is used in the theory of pattern recognition, in data mining, 

and it is also widely used to build search engines at the stage of classifying text documents. But 
algorithms from this family are characterized by the problem of scalability – high resource consumption 

of memory and computation time at the training stage. This paper presents a strategy for improving the 

performance of support vector machines by applying a kernel based on a term co-occurrence matrix 
across multiple text documents. As a result of this strategy, the weight of more informative features and 

more informative feature combinations increases, which makes the classifier faster and less resource-

intensive. 
The purpose of the research is to improve the performance of the support vector machine method by 

using a kernel based on a term co-occurrence matrix in a corpus of text documents. 
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2. Related works 

Artificial intelligence systems are based on research in text mining. However, the linguistic topic is 

inherently complex, necessitating the development of new models of text documents and innovative 

approaches to classification and clustering of text documents. In the scientific study [1], it is shown that 
a text document can be represented as a vector.  

A new model for text documents is introduced in [2]. This model is based on the concept of fractals 

to deepen the complexity of language. This approach reduces potential noise. Additionally, the authors 
introduce an innovative activation function to enhance the performance of the neural network. The 

results of this study are validated through real technical reports.  

Text analysis is the process of extracting and interpreting information from a collection of text 

documents to identify and describe their key characteristics and features. It is a crucial tool in the field 
of linguistics, enabling the comprehension of text structure, content, features, and main ideas. The 

purpose of text analysis is to uncover the content, context, and linguistic and stylistic features of the 

text. The meaning of text analysis is to identify entities (terms). As stated in [3], the purpose of entity 
recognition is to automatically identify expected knowledge from text. For example, in [4, 5] algorithms 

for detecting technical terms are considered.  

In [6], a text document is considered as a vector of features: 

𝑇 = [𝑐1, 𝑐2 , … , 𝑐𝑛], (1) 

and entities are recognized in the form of:  

[𝐼𝑏 , 𝐼𝑒 , 𝜔, 𝜆], (2) 

where 𝜔 denotes a specific entity; 𝑏 and 𝑒 are indexes that highlight the span from 𝐼𝑏 to 𝐼𝑒 , thus 

specifying the location of the entity; 𝜆 represents the type of the entity.  
Another task of text analysis is the classification of text documents. The classification of text 

documents can be performed using various algorithms and models. For example, in [7, 8], it is proposed 

to assign a category label to the text document T, such as "acceptable, tolerable, investigated, and 

corrected" for risk assessment.  
In the work [9], an ensemble classification method is proposed for multi-label classification of text 

documents. The method combines the random forest algorithm and the semantic vector space of hidden 

semantic core co-occurrence. The work shows that random word segmentation increases the diversity 
of integration and obtains another orthogonal projection of the low-dimensional space of hidden 

semantics. 

Latent Dirichlet Allocation (LDA) is often used to define classes. In the article [10], an algorithm 

for clustering short emotional texts based on the LDA algorithm is proposed. The text document is 
presented in TF-IDF format. In addition, thematic word pairs and topic relation words are extracted and 

inserted into the LDA model for clustering. This approach allows for more accurate semantic 

information to be found. The results of this work can be successfully used to analyze texts published 
on social media. 

The Support Vector Machine (SVM) method is widely used for classification. In the work [11] 

proposes a novel hybrid approach that leverages a gray level co-occurrence matrix and the SVM 
classifier to achieve highly accurate segmentation and classification of malignant and benign cells in 

breast cytology images under severe noise conditions. In [12], SVM is investigated for sentiment 

analysis. In order to improve the classification accuracy for the SVM method, this work uses the particle 

swarm method and genetic algorithm. 
In [13], the author of a text document is determined using classification. Here, several methods for 

classifying text documents written by several authors are compared. The work compares the results of 

classification based on the following methods: artificial neural networks, multi-expression 
programming, k-nearest neighbor, support vector machines, and decision trees with C5.0. 

Multi-view support vector machines are investigated in [14] to address the problems of multi-view 

image classification. The work proposes to introduce a fuzzy assessment to assign a weight to each 
sample from multiple images. This assessment combines membership and non-membership functions, 

which provides an efficient mechanism for assigning weight coefficients to collections of images with 

multiple representations. 
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Recently, researchers have been investigating term-document matrices. For example, in [15, 16], the 
relationships between terms and their use in text documents are studied. Here, the input data is a 

sequence of events when terms coincide in documents. Taking into account the term-document 

matching stream, latent vectors of terms and documents are studied. The goal of this study is search 

optimization. For this purpose, the work proposed a dimensionality reduction algorithm for adaptively 
learning the latent semantic index of terms and documents in a collection. The results of this study 

demonstrate improvements in search performance compared to the baseline method.  

The application of network analysis to corpus linguistics is introduced in [17]. The authors 
conducted a comprehensive initial study involving various practical analyses, including frequency, 

keyword, collocation, and cluster analysis. The work proposes a novel procedure capable of extracting 

diverse intertextual and intratextual aspects from the analyzed documents. This procedure captures the 
existing connections between different elements of the corpus, enabling a deeper understanding of the 

relationships and dynamics within the sets of texts.  

The term-document matrix was used in [18] to detect and track topics in a collection of text 

documents. In this work, a hierarchical non-negative matrix factorization method was proposed for 
creating topic hierarchies from text collections. The proposed method can dynamically adjust the topic 

hierarchy to adapt to emerging, developing, and fading processes [19]. The work proves that such an 

approach can achieve better performance with competitive time savings.  

3. Problem definitions 

Any text document can be described as a tuple: 

𝐷𝑖 = 〈𝑡𝑖1, 𝑡𝑖2 , … , 𝑡𝑖𝑗 , … , 𝑡𝑖𝑚 , 𝑝𝑖1, 𝑝𝑖2, … , 𝑝𝑖𝑟,… , 𝑝𝑖ℎ〉,   𝑖 = 1, 𝑛,   𝑗 = 1,𝑚,   𝑟 = 1, ℎ, 
(3) 

where 𝑛 is the number of text documents in the corpus, 𝑡𝑖𝑗  is a statistical measure of the importance of 

the 𝑗-term of the 𝑖-document, 𝑚 is the power of the dictionary, 𝑝𝑖𝑟 is additional attributes in the 

description of this text document, ℎ is the number of additional attributes.  

Corpus is a collection of text documents. Terms (concepts) are the names of mental images that are 
transferred in the process of information exchange. The terms are contained in the dictionary. A 

statistical measure of the importance of a term is the ratio of the number of occurrences of a term in a 

text document to the number of all terms in the text document. Additional features (𝑝𝑖𝑟) can include the 

creation date of the text document, its author, address, links to other text documents, etc. 

The vector 𝐷𝑖 represented by the tuple (3) is called the profile of this text document. The 

classification of text documents consists in dividing a set of these resources into non-intersecting groups 

in order to ensure the minimum difference between the resources of one group corresponding to a 
certain content topic, and the maximum difference between the resources of other groups. 

Let there be a set of text documents: 𝐷 = {𝐷𝑖|  𝑖 = 1, 𝑛} and set of classes are given  

𝑄 = {𝑄𝑘|  𝑘 = 1, 𝑛𝑐}. Each class 𝑄𝑘 is described by some structure 𝐹𝑘 = {𝐷𝑘1 , 𝐷𝑘2, … , 𝐷𝑘𝑙}. The 

classification procedure 𝑓 consists of performing some transformations on the profile of a text 

document, after which a conclusion is made about the correspondence of the resource 𝐷𝑖 to one of the 

structures 𝐹𝑘 , 𝑓: 𝐷 → 𝑄.  

3.1. The relationship between terms in a document 

If we neglect additional parameters, then the set of text document profiles can be represented as 

follows: 

(

𝑡11 𝑡12 ⋯ 𝑡1𝑚
𝑡21 𝑡22 ⋯ 𝑡2𝑚
⋮ ⋮ ⋱ ⋮
𝑡𝑛1 𝑡𝑛2 ⋯ 𝑡𝑛𝑚

). 

(4) 

From fuzzy set theory, the relationship between two terms in a collection of text documents can be 

defined as: 
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𝑐𝑖𝑗 =
�̃�𝑖𝑗

�̃�𝑖 + �̃�𝑗 − �̃�𝑖𝑗
, 

(5) 

where �̃�𝑖 is the number of text documents that contain the 𝑖-term, �̃�𝑗  is the number of text documents 

that contain the 𝑗-term, �̃�𝑖𝑗 is the number of text documents that contain both terms.  

However, (5) neglects the frequency of term occurrence in the document. The relationship 

coefficient 𝑐𝑖𝑗 can have the same value for terms that carry the main content of the document and for 

unimportant terms. To overcome this drawback in (5), we will introduce a normalized term frequency 

in the document 𝑡𝑖𝑗:  

𝑐𝑖𝑗 =

1
2
∑ (𝑡𝑖𝑖1 + 𝑡𝑗𝑖1)

�̃�𝑖𝑗

𝑖1=1

∑ (𝑡𝑖𝑖1)
�̃�𝑖

𝑖1=1
+∑ (𝑡𝑗𝑖1)

�̃�𝑖

𝑖1=1
−
1
2
∑ (𝑡𝑖𝑖1 + 𝑡𝑗𝑖1)

�̃�𝑖𝑗

𝑖1=1

, 

(6) 

where �̃�𝑖 is the number of text documents that contain the 𝑖-term, �̃�𝑗  is the number of text documents 

that contain the 𝑗-term, �̃�𝑖𝑗 is the number of text documents that contain both terms.  

As a result, the matrix of relationships between terms will take the form: 

𝐶 = (

1 𝑐12 ⋯ 𝑐1𝑚
𝑐21 1 ⋯ 𝑐2𝑚
⋮ ⋮ ⋱ ⋮
𝑐𝑚1 𝑐𝑚2 ⋯ 1

). 

(7) 

In essence, it is a correlation matrix of two terms in a corpus, also known as a term co-occurrence 

matrix. Its coefficients indicate a statistical dependence of the frequencies of two terms, and changes in 

the values of one or more of these quantities lead to a systematic change in the values of another or 
other quantities. 

3.2. Property of term co-occurrence matrix 

Property 1. The term co-occurrence matrix 𝐶 (7) in a corpus is positive definite.  

Proof: According to Sylvester's criterion: a symmetric matrix is positive definite if and only if its 
leading minors are positive. The proof is based on the use of the Gauss method and reducing matrix (7) 

to triangular form (taking into account that the matrix is symmetric and its elements are positive 

numbers). With such transformations, the values of the main minors will not change and will be equal 

to the product of their diagonal elements. 
Property 2. The co-occurrence matrix of terms in a corpus is quadratic. 

Statement 1. For the term co-occurrence matrix, there is a matrix B, which is represented as  

𝐵 = 𝐶
1

2. 

Proof: From Schur's lemma it follows that if a matrix 𝐶 is symmetric, then there is an orthogonal 

matrix 𝑆, the columns of which are eigenvectors of the matrix 𝐶, and a diagonal matrix 𝑉, the elements 

of which are the eigenvalues of the matrix 𝐶, such that: 

𝑉 = 𝑆−1 ∙ 𝐶 ∙ 𝑆, (8) 

All eigenvalues of a positive definite matrix are positive. Hence, all non-zero elements of the 

diagonal matrix 𝑉 are greater than 0, which means there exists 𝑉
1

2: 

𝑉 = (

𝑣11 0 ⋯ 0
0 𝑣22 ⋯ 0
⋮ ⋮ ⋱ ⋮
0 0 ⋯ 𝑣𝑛𝑛

) , 𝐵 = 𝑉
1
2 =

(

 
 

√𝑣11 0 ⋯ 0

0 √𝑣22 ⋯ 0

⋮ ⋮ ⋱ ⋮

0 0 ⋯ √𝑣𝑛𝑛)

 
 
. 

(9) 

If both sides of expression (8) are multiplied on the left by S, and on the right by S-1(this is possible 

as SS-1=S-1S=E– identity matrix), then: 
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𝐶 = 𝑆 ∙ (𝑆−1 ∙ 𝐶 ∙ 𝑆) ∙ 𝑆−1 = 𝑆 ∙ 𝑉 ∙ 𝑆−1 = 𝑆 ∙ 𝑉
1
2 ∙ 𝑉

1
2 ∙ 𝑆−1 = 

= (𝑆 ∙ 𝑉
1
2 ∙ 𝑆−1) ∙ (𝑆 ∙ 𝑉

1
2 ∙ 𝑆−1) = 𝐵 ∙ 𝐵 = 𝐵2. 

(10) 

A function 𝐾: 𝑋𝑥𝑋 → 𝑅 is called a kernel if it is represented in the form 𝐾(𝑥, 𝑥′) = [𝜑(𝑥), 𝜑(𝑥′)] 
under some mapping 𝜑: 𝑋 → 𝐹, where 𝐹 is the space with scalar product. 

Let 𝜑(𝑑) = 𝐶
1

2 ∙ 𝑑, then its kernel: 

𝐾(𝑑, 𝑑1) = 𝑑
𝑇 ∙ 𝐶 ∙ 𝑑1, (11) 

Statement 2. The function defined by expression (11) is the kernel. 
Proof:  

𝐾(𝑑, 𝑑1) = 𝑑
𝑇 ∙ 𝐶 ∙ 𝑑1 = 𝑑

𝑇 ∙ √𝐶
𝑇
∙ √𝐶 ∙ 𝑑1 = [𝜑(𝑑), 𝜑(𝑑1)]. 

The term co-occurrence matrix is the kernel.  

3.3. Support vector machines 

There are many approaches to solving classification problems – this is a probabilistic approach (for 
example: the naive Bayes method and its modifications), an algebraic approach (through various 

measures of proximity of text document profiles: Euclidean distance and its modifications, Manhattan 

distance, Mahalanobis distance, etc.). Today, the support vector machine is a classification method, the 
results of which are rated as one of the most effective. It should be noted that the support vector machine 

considers the problem of binary classification. If there are a large number of classes in a corpus, then 

the classification problem can be solved in a way in which each class is separated from all the others. 

In this case, each binary problem does not depend on the others, and they can be solved in parallel on 
different machines. 

Support vector machines are a set of supervised learning classification algorithms. To implement 

this method, each text document is represented as a point in N-dimensional space. The classes will be 
determined by the clusters of these points. A separating hyperplane is drawn between these classes. 

That is, a hyperplane is constructed such that the distance between the two closest points from different 

classes is maximum. If such a hyperplane exists, then it is called an optimal separating hyperplane. 
The equation of the hyperplane has the form: 

𝑤 ∙ 𝑥 − 𝑏 = 0, (12) 

where 𝑤 is a support vector, i.e. a perpendicular drawn from the class point to the separating hyperplane, 

𝑏 is the distance from the hyperplane to the origin (Figure 1).  

 

Figure 1: Visualization of the support vector machine in two-dimensional space 

With respect to this hyperplane, all points of the same class lie on the same side. If we construct a 

hyperplane parallel to the given one and passing through the class point closest to the optimal separating 
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hyperplane, then its equation will be 𝑤 ∙ 𝑥 − 𝑏 = 1. The equation of the same hyperplane for another 

class is 𝑤 ∙ 𝑥 − 𝑏 = −1. 

Between these hyperplanes a strip is formed, which must be free from points of one and another 

class. To exclude all points from the strip, you need to check the condition: 

{
𝑤 ∙ 𝑥𝑖 − 𝑏 ≥ 1, 𝑘𝑖 = 1
𝑤 ∙ 𝑥𝑖 − 𝑏 ≤ 1, 𝑘𝑖 = −1.

 
(13) 

The problem of constructing an optimal separating hyperplane is reduced to the problem of 

minimizing the length of the support vector w. This is a quadratic optimization problem, which is 
represented as follows: 

{
‖𝑤‖2 → min
𝑘𝑖(𝑤 ∙ 𝑥𝑖 − 𝑏) ≥ 1.

 
(14) 

Task (14) is a mathematical programming problem. If we rewrite it in general form, we can get: 

{
𝑓(𝑥) → min

𝜑(𝑥) ≥ 0.
 

(15) 

To find a solution to such a problem, the Lagrange function is composed:  

𝐿(𝑥, 𝜆) = 𝑓(𝑥) +∑𝜆𝑖 ∙ 𝜑(𝑥)

𝑚

𝑖=1

, 

(16) 

where 𝜆𝑖 are the Lagrange multipliers.  

According to the Kuhn-Tucker theorem, problem (14) will take the form: 

{
𝐿(𝑥, 𝑏, 𝜆) =

1

2
‖𝑤‖2 −∑𝜆𝑖 ∙ (𝑘𝑖(𝑤 ∙ 𝑥𝑖 − 𝑏) − 1)

𝑚

𝑖=1

  →   min𝑤,𝑏  max𝜆

𝜆𝑖 > 0, 1 < 𝑖 < 𝑚.

 

(17) 

Moreover, it reduces to an identical problem that contains only dual variables: 

{
  
 

  
 −𝐿(𝜆) = −∑𝜆𝑖

𝑚

𝑖=1

+
1

2
∑∑𝜆𝑖𝜆𝑗𝑘𝑖𝑘𝑗[𝑥𝑖 , 𝑥𝑗]

𝑚

𝑗=1

𝑚

𝑖=1

  →   min𝜆

𝜆𝑖 > 0, 1 < 𝑖 < 𝑚

∑𝑘𝑖𝜆𝑗

𝑚

𝑗=1

= 0.

 

(18) 

If the problem is solved, then 𝑤 and 𝑏 can be found using the formulas: 

𝑤 =∑𝜆𝑖 ∙ 𝑘𝑖 ∙ 𝑥𝑖

𝑚

𝑖=1

, 𝑏 = 𝑤 ∙ 𝑥𝑖 − 𝑘𝑖 . 

(19) 

As a result, the classification algorithm can be written as: 

𝑎(𝑥) = sign(∑𝜆𝑖𝑘𝑖[𝑥𝑖 , 𝑥]

𝑚

𝑖=1

− 𝑏). 

(20) 

Modified support vector machines contain arbitrary kernels instead of scalar products, which 

eliminates linearity. Replacing the scalar product in (20) with an arbitrary kernel we get: 

𝑎(𝑥) = sign(∑𝜆𝑖𝑘𝑖𝐾[𝑥𝑖 , 𝑥]

𝑚

𝑖=1

− 𝑏). 

(21) 

For a more confident and effective classification in formula (21), matrix (7) was used as the kernel.  
Problem (21) with kernel (7) takes the form: 
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{
  
 

  
 −𝐿(𝜆) = −∑𝜆𝑖

𝑚

𝑖=1

+
1

2
∑∑𝜆𝑖𝜆𝑗𝑘𝑖𝑘𝑗𝑑𝑗

𝑇𝐶𝑑𝑖

𝑚

𝑗=1

𝑚

𝑖=1

  →   min𝜆

𝜆𝑖 > 0, 1 < 𝑖 < 𝑚

∑𝑘𝑖𝜆𝑗

𝑚

𝑗=1

= 0.

 

(22) 

The objective function of this problem is quadratic, and the constraint is linear functions, so this 

problem is classified as a quadratic programming problem. The most popular methods for solving 

problems of this class include gradient methods. Their use in the general case allows one to find the 
local extremum point. The algorithm for solving the problem using gradient methods is that, starting 

from a certain point, a sequential transition is carried out to other points in the direction of the 

antigradient until an admissible solution to the original problem is found. When finding a solution to a 
problem using gradient methods, the iterative process continues until the gradient of the function at the 

next point becomes equal to zero or until it exceeds some infinitesimal value (the accuracy of the 

resulting solution). 

The practical implementation of teaching this method of classifying text documents can be described 
by the following steps: 

1. Digitization of a text document: removal of various control characters, tags, stop words and 

presentation of the test information document in vector form. 
2. Compilation of matrix coefficients (7) for the incoming set of text documents. 

3. Initial approximation: an arbitrary vector representing a document of one class is selected, and 

the closest vector of another class is searched for it. For this vector, the closest vector from the first 
class is searched, etc. 

4. Solving problem (22) using the gradient descent method. 

The use of support vector machines differs for the better from other methods in that this task can be 

parallelized. Considering the gigantic power of modern data banks, the size of the training sample 
should be estimated in the hundreds of thousands. This dimension makes the use of standard numerical 

methods of quadratic programming impossible. To date, several algorithms have been proposed to 

optimize such problems. One of these algorithms is the sequential optimization method (SOM). 
According to SOM, the minimum possible subtask is solved at each iteration. The result of this 

partitioning is many simple and independent subtasks, which means that their parallel calculation on 

different machines becomes possible.  

4. Classification quality characteristics 

Classification quality characteristics are divided into two error levels. A first-level error occurs if a 

text document is mistakenly not in the required class. Second-level errors include errors when a 

document is mistakenly found to be in a defined class. Let the number of documents in the test set be 

𝑁, of which 𝑁𝑝 is the number of documents correctly identified to the class, and 𝑁𝑛 is the number of 

documents that are not related to the class. Then, 𝑁 = 𝑁𝑝 + 𝑁𝑛. The metric accuracy (𝐴) is used to 

evaluate the general accuracy of a classifier. It is calculated by dividing the number of correctly 

classified instances by the total number of instances in the dataset:  

𝐴 =
𝑁𝑝

𝑁
∙ 100% =

𝑁𝑝

𝑁𝑝 +𝑁𝑛
∙ 100%. 

(23) 

Let the number of false passes 𝐹𝑛, and false detections 𝐹𝑝, then the number of correct passes  

𝑇𝑛 = 𝑁𝑛 − 𝐹𝑝 and correct detections 𝑇𝑝 = 𝑁𝑝 − 𝐹𝑛 . The degree of precision (𝑃) and recall (𝑅), which 

are often used in information retrieval tasks, are calculated based on the 𝑇𝑝 and 𝐹𝑝 characteristics:  

𝑃 =
𝑇𝑝

𝑇𝑝 + 𝐹𝑝
∙ 100%, 𝑅 =

𝑇𝑝

𝑇𝑝 + 𝐹𝑛
∙ 100%. 

(24) 
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Completeness measures the proportion of correct classification across all documents in a given class. 
Precision measures the proportion of correct detections of all identified resources. Completeness and 

accuracy are quantities dependent on each other. When developing the architecture of a text document 

classifier, you usually have to choose one of two characteristics as the dominant one. If the choice falls 

on accuracy, this leads to a decrease in completeness due to an increase in the number of false positive 
responses. An increase in completeness causes a simultaneous decrease in accuracy. Therefore, it is 

convenient to use one value to characterize the classifier, the so-called F1-score or Van Riesbergen 

measure: 

𝐹1 =
2 ∙ 𝑃 ∙ 𝑅

𝑃 + 𝑅
. 

(25) 

F1-score is one of the most common characteristics for this type of system. There are two main 
approaches to calculating F1-score for classification problems: total F1-score (results for all classes are 

summarized in one table, from which the F1-score e is then calculated) and average F1-score (for each 

class, its own F1-score is formed, then the arithmetic mean is calculated for all classes). 

5. Research materials and results  

As working material for the experiments, a test sample of text documents in two scientific disciplines 

was taken: information retrieval and continuum mechanics. Those. the test collection needed to be 

divided into two classes. Each class had approximately the same number of text documents - 200 and 

220, which ensured uniformity of results - no one class stood out solely because of the number of 
documents in it. It should be noted that the accuracy of document definition for a particular class can 

greatly depend on the quality of the resources of that particular class. The total number of text 

documents in the sample was 420 documents. They were divided randomly into 2 equal parts of 210 
documents each, maintaining approximately equal numbers of resources by class. 

Training was carried out on one of these two sets, and testing was carried out on the other. Next, all 

documents from the training set were divided into 5 parts. Removing the first part of documents from 
the training set, the classifier was trained on the remaining 80 % of documents. Using the test sample, 

indicators of the quality of the classifier's work were determined. Then removing the second part from 

the training set; other values of performance indicators were calculated, etc. As a result, 5 values of 

classifier performance indicators were obtained. After this, the sets were swapped and the runs were 
repeated. Their arithmetic mean was taken as the final results. This averaging made it possible to smooth 

out the results, thereby making them more objective. 

Software implementation of these classification methods was carried out in the Python environment. 
As a result of the work done, the following results were obtained (Figure 2, Table 1).  

Table 1 
Classifier performance report 

Classification methods Precision Recall F1-score 

SVM 72.90 % 74.83 % 73.85 % 

SVM on the kernel of the term 
co-occurrence matrix 

85.65 % 75.06 % 79.51 % 

Since the experiments were carried out on a test collection with high-quality text documents, the 

classification efficiency indicators are somewhat overestimated. But in any case, a classifier is 

considered good if its F1-score exceeds 60 %.  

6. Conclusions 

Testing of the support vector method and its proposed modification was carried out on the same 

collection, the documents underwent the same pre-processing and digitization, which gives the right to 

compare the performance indicators of the classification methods.  
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As seen from the calculation results, the classification quality of the Support Vector Machine (SVM) 
method using the kernel of the term co-occurrence matrix in a collection of text documents surpasses 

the quality achieved by the standard SVM method. Furthermore, the first algorithm demonstrates a 13% 

higher precision and a 6% higher F1-score in classification.  

 

Figure 2: Calculated precision, recall and F1-score for SVM and SVM on the kernel of the term 
co-occurrence matrix 

The assessment of classification quality is based on the detection of regularities for each class, whose 

attribute values are the same for most objects of the analyzed class and differ from the attribute values 

of other classes. The absence of such regularities indicates that this class is not a homogeneous set of 
profiles of text documents. The quality of the classification is considered higher, the closer the profiles 

of text documents are located within the class. To analyze the dispersion of classified text documents, 

such a qualitative gradation as condensation is introduced, which allows you to determine how close 

the profiles of text documents are located within the class in comparison with the location of objects 
within the entire original population. In order to recognize the completion of the classification 

procedure, it is necessary to achieve the fulfillment of the condition of compliance of the obtained 

division into classes with the meaningful concept of condensation. Classes will correspond to the 
meaningful concept of condensation in the case when the maximum spread between profiles of text 

documents of one class is less than the mean square spread of objects within the entire original 

population. This result is achieved thanks to the term co-occurrence matrix.  
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