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Abstract
Generating natural language based on structured data has been utilized in many use cases such as data
augmentation, explainability, and education. In particular, when speaking about Knowledge Graphs, one
may generate natural language representation of triples (i.e., facts) or “verbalize” SPARQL queries. The
latter can be treated as a reverse semantic parsing task and, for instance, can be used by non-experts
to better understand the meaning of SPARQL queries, and conduct data augmentation for question
answering benchmarking datasets. In this paper, we make a first attempt to utilize Large Language
Models for verbalizing SPARQL queries, i.e., converting them to natural language. The experimental
setup uses both commercial and open-source models and benefits from multiple prompting techniques.
We evaluate our approach on the well-known question answering datasets QALD-9-plus and QALD-10
while working with three languages: English, German, and Russian. For measuring the quality, we use
machine translation metrics and human evaluation (survey) together. Even though we have observed
such error classes as question overspecification, language and semantic mismatch, the results of this
work suggest that Large Language Models (LLMs) are a good fit for the task of converting SPARQL
queries to natural language.
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1. Introduction

An increasing number of applications depend on RDF data and utilize the W3C SPARQL
standard to query that data. Although SPARQL is a potent instrument for those with the
required technical (and domain) expertise, it continues to be challenging for novice or non-
technical users to comprehend the query semantics. This challenge is partially covered by
semantic parsing-based Question Answering over Knowledge Graphs (KGQA) – such systems
convert a natural-language (NL) question to a SPARQL query to retrieve the answer of the
user’s information need [1]. A user of a KGQA system is not required to know SPARQL at all,
however, such systems have limited abilities in terms of answer quality and mostly fail to cover
very complex information needs (e.g., involving aggregation, sub-queries, non-trivial property
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paths) [2]. Another way to address the challenge of better understanding of SPARQL is to make
the process of writing queries more transparent by converting a written query back to a NL, i.e.,
verbalizing it. Such an approach is highly relevant when it comes to explainability: a SPARQL
user may get a better understanding of what is query is intended to return when working with
its NL verbalization.

In this work, we present an approach for converting SPARQL queries to NL. The ultimate goal
of our approach is to provide the end users with better explainability and transparency when
working with SPARQL queries. In contrast to previous studies, we focus on leveraging Large
Language Models (LLMs) for NL generation and use knowledge injection method [3]. Speaking
specifically about SPARQL query verbalizations, we derive the following types: high-level and
low-level. The low-level verbalizations are aimed at users with proficiency in SPARQL and used
for deep technical understanding of a query with the means of NL and use technical terms (URI,
subclass of, modifier, etc.). In its turn, the high-level verbalizations are aimed at users that have
no or very few knowledge about SPARQL and are represented with general-domain NL having
no or very few technical terms. Our approach is aimed at creating the high-level verbalizations,
which also can be referred to as reverse semantic parsing task. In our study, we assessed our
method using the renowned KGQA datasets, QALD-9-plus [4] and QALD-10 [5], focusing on
three languages: English, German, and Russian. To gauge the quality of our approach, we
combined machine translation metrics (e.g., sentence BLEU and NIST, Rouge L, Levenshtein
distance) and human assessments through survey. Although we encountered various types of
errors, the findings from our research indicate that LLMs combined with knowledge injection
are well-suited for the job of transforming SPARQL queries into NL.

This paper aims to answer the following research questions:

RQ1 Is it possible to generate SPARQL query verbalizations using LLMs and knowledge
injection?

RQ2 How to measure the quality of the generated verbalizations?

RQ3 What error classes are contained in the generated results?

This paper is structured as follows. In Section 2, we summarize related work on converting
SPARQL to NL. Thereafter, in Section 3, we present an overview of the approach proposed by us.
The experimental setup is described in Section 4, which is followed by the analysis in Section
5. Finally, we discuss and conclude our work in Section 6. For the sake of reproducibility, we
publish our code and data online1.

2. Related Work

The previous work on the topic of conversion of SPARQL queries to NL was mostly based on
grammar rules and relatively small language models (LMs). The paper by Ngonga Ngomo et al.
[6] presents an approach called “SPARQL2NL”. The approach involves a preliminary step that
standardizes the query and identifies the types of data it contains, followed by a stage where a

1https://anonymous.4open.science/r/SPARQL-to-NL-F3B3
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universal form of the query is created. Afterward, a refining phase employs simplification and
substitution principles to enhance the clarity of the expression. Lastly, the process concludes
with a production phase that formulates the ultimate version of the query in NL.

In [7] more general objectives of verbalizing OWL and RDF vocabularies in addition to
SPARQL are targeted. The proposed approach is called “LD2NL” and also follows a sequen-
tial process, which contains lexicalization, single triples realization, clustering, ordering, and
grouping operations such that the resulting text looks like a full-fledged NL. The quality of the
generated text was measured through a survey that included both experts and non-experts in
the Semantic Web field.

The paper by Moussallem et al. [8] focuses on a similar task as the LD2NL approach. However,
the implementation here is based on an encoder-decoder architecture, which uses an encoder
inspired by Graph Attention Networks (GANs) and a Transformer as decoder. The proposed
approach is called NABU. The authors conduct their experiments in German, Russian, and
English, and evaluate the quality using the BLEU score.

The work by Lecorvé et al. [9] concentrates on creating NL questions from SPARQL queries,
with a particular interest in conversational applications such as follow-up question-and-answer
interactions. The authors used the pre-trained T5 [10] and BART [11] LMs with no-context
and full-context prompts (cf [9]). The resulting questions’ quality was measured automatically
with METEOR [12] and BERTScore [13] as well as using manual evaluation. The findings from
both automated metrics and assessments by people indicate that while simple inquiries and
common SPARQL query patterns are typically well managed, more intricate queries and aspects
of dialogue, such as coreferences and ellipses, continue to pose challenges.

3. LLM-driven Natural Language Generation based on SPARQL
queries

In this section, we describe our approach for NL generation for SPARQL queries. The general
idea of the approach is to enable LLMs to (1) “comprehend” the initial information need, which
is encapsulated within a SPARQL query, and (2) to formulate the information need as a NL
question. To achieve this, we propose the instruction-tuned LLMs by designing prompts that
follow the knowledge injection pattern. In particular, the knowledge injection is implemented
as the integration of human-readable representations of URIs mentioned in a SPARQL query to
a prompt. This is needed to make sure that a LLM is not dealing with unseen “anonymous” URIs
(e.g., http://www.wikidata.org/entity/Q567). In addition, we distinguish between “off-the-shelf”
and fine-tuned LLMs. In our approach, we fine-tune the models based on the same prompts with
an addition of the gold-standard NL at the end.

Figure 1 demonstrates a “big picture” of our approach. Here, we first use prompt preparation
that (1) parses a given SPARQL query from a dataset, (2) utilizes a knowledge graph (KG) for
fetching the URI to label mappings (e.g., Wikidata), and (3) generates the final prompt following
a pre-defined template. Thereafter, the generated prompt is passed to a LLM, which produces a
NL question intended to represent the semantics of the SPARQL query. The generated question
is then compared to a gold standard with a particular metric, which has to measure the semantic
meaning of both texts. In the next section, we present a detailed experimental setup for our

http://www.wikidata.org/entity/Q567


SELECT ?uri WHERE {
  wd:Q22686 wdt:P40 ?uri
} 
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wd:Q22686 has human-readable name 'Donald Trump'
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Transform the SPARQL query to a natural language question.
Output just the transformed question

off-the-shelf fine-tuned

Figure 1: The “big picture” of our approach for generating natural language from SPARQL queries

approach.

4. Experimental Setup

In this section, we describe datasets, methods, and tools that we use to conduct our experiments.

4.1. Datasets

In our work, we used two datasets for evaluation, namely, QALD-9-plus [4] and QALD-10 [5].
Both datasets contain NL questions in multiple languages and SPARQL queries that answer the
respective information needs.

The QALD-9-plus dataset is based on QALD-9 [14], which contains 558 questions and initially
covers only DBpedia. It improves and extends its translations to eight languages (English,
German, French, Russian, Ukrainian, Lithuanian, Belarusian, Bashkir, and Armenian), and also
added the SPARQL queries for the Wikidata KG2. The translations and their validation were
done using the crowd-sourcing approach, where the participating crowd-workers were native
speakers of the respective languages. The dataset also follows the QALD JSON structure3.

The QALD-10 dataset [5] introduces 402 new questions in English, Chinese, German, and
Russian. The questions and SPARQL queries were written by native speakers and domain
experts. The dataset also follows the QALD JSON structure.

2https://www.wikidata.org/
3https://github.com/dice-group/gerbil/wiki/Question-Answering#web-service-interface
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{
"head": "Having a SPARQL query: {query} \n Where:\n ",
"list": "{uri} has human-readable name '{uriLabel}.'",
"tail": "\n Transform the SPARQL query to a natural language question.
Output just the transformed question"

}

(a) Zero-Shot Prompt Template – the prompt is constructed sequentially based on “head”, “list”, and “tail”.

{
"shot": "--- Start Example --- \n {shot} \n --- End Example --- \n",
"head": "Having a SPARQL query: {query} \n Where:\n ",
"list": "{uri} has human-readable name '{uriLabel}.'",
"tail": "\n Transform the SPARQL query to a natural language question.
Output just the transformed question"

}

(b) One-Shot Prompt Template – in comparison to the zero-shot (Figure 2a) it has another part “shot”
that contains a zero-shot prompt as an example.

Figure 2: Prompt templates used in our experiments

4.2. Prompt Construction

In our experiments, the prompts are created based on templates for each of the considered
languages. In terms of prompts engineering, we use two different settings, zero-shot and one-
shot. The prompt templates for both settings contain common parts such as “head”, “list”, and
“tail” (see Figures 2a and 2b). While the “head” introduces a SPARQL query and the “tail” defines
the instruction, the “list” contains the knowledge injection part. In particular, there were present
mappings between all the mentioned URIs in a query to a human-readable representation. As
all the SPARQL queries that we use for evaluation are for Wikidata, we utilize rdfs:label for
retrieving the corresponding human-readable representations and putting them to the prompt.
Hence, the “list” part of the prompt is repeated for each of the URIs in a SPARQL query.

The one-shot setting contains an additional part, which is called “shot” (see Figure 2b). The
“shot” is fulfilled recursively through the zero-shot template. However, for the “shot” also the
gold-standard question is appended as an example. All the prompt parts for both settings are
concatenated together in one string, following the same order as in the templates.

4.3. Access to Large Language Models

Mistral-7B [15] is a 7–billion-parameter LLM. It demonstrates that a carefully designed language
model is able, firstly, to deliver high performance while maintaining an efficient inference and,
secondly, compress knowledge more than what was previously thought. It outperforms the
previous best 13B model, LLaMA 2 [16], across all tested benchmarks. For our experiments,
we use the official Mistral-7B-Instruct-v0.24 loaded in 4-bit setting. In our experimen-
tal setup, we fine-tune the Mistral-7B model (Mistral-7B FT) on the training subset of the
QALD-9-plus dataset. For this purpose, we use the aforementioned prompt templates that are
4https://huggingface.co/mistralai/Mistral-7B-Instruct-v0.2
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complemented with a gold-standard NL at the end. The following parameters were used for the
fine tuning: EPOCHS=2, BATCH_SIZE=8, WARMUP_STEPS=0.03, LEARNING_RATE=2E-4. The
fine-tuning process was done following the PEFT method[17] with the following parameters:
LORA_ALPHA=16, LORA_DROPOUT=0.1, TASK_TYPE=CASUAL_LM.

The GPT-3 model [18] is a 175-billion-parameter, autoregressive LLM. For all tasks, it is
applied without fine-tuning, with tasks and few-shot demonstrations specified purely via text
interaction with the model. GPT-3 (evolved to GPT-3.5 [19]) showed strong performance on
many NLP tasks and benchmarks in the zero-shot, one-shot, and few-shot settings.

The GPT-4 model released in 2023 [20] represents a large multimodal language model capable
of processing image and text inputs and producing text outputs. Similarly to its previous
versions, this is a transformer-based model pre-trained to predict the next token in a document.

4.4. Evaluation and Metrics

In this section, we describe the evaluation process and metrics that we use in our experiments.
Every NL question generated by a LLM is compared to a gold-standard question, which is
provided in the used datasets.

4.4.1. Automatic Metrics

For the automatic evaluation of our approach, we use machine translation metrics, namely,
Sentence BLEU [21], NIST [22] (implementation via NLTK5), Rouge L [23] (implementation via
Python Rouge6), and Levenshtein Distance [24] (implementation via Python Levenshtein7). The
aforementioned metrics are used to quantify the performance of algorithms in tasks such as
translation, summarization, and other language processing applications that require comparison
between generated text and reference text, therefore, they fit to our task as well.

4.4.2. Human Semantic Evaluation

The manual human evaluation is defined as follows, we randomly selected 100 NL questions
from the QALD-9-plus test split for each of the following parameter combination: model (e.g.,
Mistral-7B) and prompt type (e.g., zero-shot). Thereafter, each of the paper authors manually
compared the generated NL with the gold standard. Therefore, the human decision is binary. It
is worth mentioning that due to limited resources within this work, we conducted the human
evaluation only for the English language.

5. Analysis

5.1. Performance of LLMs Measured with Automatic Metrics

Based on the values obtained with the automatic metrics, we compared different experimental
settings of our approach. In particular, what is the quality difference between zero-shot and one-

5https://www.nltk.org/
6https://pypi.org/project/rouge/
7https://pypi.org/project/python-Levenshtein/
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Figure 3: Box plots compare the MT metrics (subplot) among the different prompt types (see legend)
for each model (box group).

shot settings, and how well the considered models perform on different languages. Regarding
the Mistral-7B model, we also compared the effect of the fine-tuning process on the quality.

Figure 3 clearly demonstrates the positive effect of using one-shot prompts in comparison
to the zero-shot setting. For the models except Mistral-7B, the one-shot setting demonstrates
a significant quality improvement measured by the automatic metrics. The worse Mistral-7B
performance w.r.t. the one-shot may be caused by its limited capabilities in comparison to the
GPT models.

Figure 4 highlights the performance of the models while looking at different languages that
we considered in our experiments. As we naturally assumed, the NL generation of English
questions leads to a better quality than the German ones. The worst quality was achieved on
the Russian questions, which may happen due to its lower presence in the NLP community as
well as the different language families and used alphabet.

As both Figures 3 and 4 suggest, the GPT-4 model outperforms the other LLMs regarding the
NL generation quality. In turn, the worst generation quality is demonstrated by the Mistral-7B
model. This is partially caused by the significant size difference between the considered models.
Although the number of parameters for the GPT-3.5 and GPT-4 models is not public, the previous
model, GPT-3, was reported as a 175 billion parameter model [25]. Hence, this is 25 times larger
than the Mistral-7B model. Surprisingly, the fine-tuning of the Mistral-7B model resulted to
a quality decrease. In the following section, we will refer to this situation with a qualitative
analysis of the Mistral-7B FT outputs.
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Figure 4: Box plots compare the MT metrics between the different languages

5.2. Human Semantic Evaluation

The human evaluation results correspond to the fact that the given percentage of generated
NL questions semantically correspond to the original gold-standard questions. In Table 1 we
demonstrate the human evaluation results per model and prompt type.

Table 1
Human evaluation accuracy scores in % for the LLMs according to the zero-shot and one-shot settings

GPT-3.5 GPT-4 Mistral-7B Mistral-7B FT

Zero-shot 66 83 57 42

One-shot 73 86 46 20

The values confirm the previous findings from the automated metrics regarding the model
performance (GPT-4 – best quality, Mistral-7B– worst). In addition, the human evaluation
scores also confirm the quality increase when using a one-shot setting for the GPT models and
a reverse effect for the Mistral-7B. While manually investigating the quality decrease when
applying fine-tuning procedure to the Mistral-7B model, we have identified that the fine-tuned
model produces much more “heavy” hallucinations i.e., when the output is not even partially
represents the gold-standard semantics. On the other hand, the surface form of the generated
NL questions that appeared to be semantically correct was very close to the gold-standard i.e.,



Table 2
Correlation between the MT metrics (real values) and the human semantic evaluation (binary) when
comparing questions generated out of SPARQL queries and gold-standard questions

Sentence BLEU Sentence NIST Rouge L Levenshtein

GPT-3.5

Human Decision 0.232 0.159 0.237 -0.227

GPT-4

Human Decision 0.155 0.169 0.218 -0.187

Mistral-7B

Human Decision 0.334 0.432 0.428 -0.364

Mistral-7B FT

Human Decision 0.491 0.666 0.685 -0.199

the paraphrasing effect was minimal.
Despite the human evaluation results confirming the findings obtained on the automatic

metrics, we calculated the correlation between these two different evaluation techniques. While
considering the values from Table 2 one may observe that the correlation coefficients between
the automatic metrics and human evaluation differ among the LLMs. This fact may correspond
to the different language generation patterns of the LLMs, which from one side are captured by
the human evaluation and are not captured by the automatic metrics.

5.3. Error Analysis

While conducting the human evaluation we discovered and summarized the following error
classes in the NL generation process: (1) overspecification, (2) language mismatch, and (3)
semantic mismatch. An example for each of the error classes is given in Figure 5.

5.3.1. Overspecification

This error class represents the NL questions that contain the following drawbacks. Firstly,
patterns, are directly copied from a query (e.g., “child of a child” instead of “grandchild”).
Secondly, occurrence specific terminology, e.g., “instance of”, “list all URIs”, etc. Finally, usage
of a KG identifier in a generated NL representation, e.g., “Q1234”.

5.3.2. Language Mismatch

This error class denotes the cases when the generated NL is in a language other than the initial
prompt. For instance, prompting in German or Russian to the Mistral-7B model often leads to
the results in English. Another case is when such English NL questions contain named entity
labels in the original language.



Prompt (GPT-3.5 zero-shot):
Having a SPARQL query:
SELECT DISTINCT ?uri WHERE { wd:Q8337 wdt:P50 ?uri }
Where:
wd:Q8337 has human-readable name "Harry Potter"
wdt:P50 has human-readable name "author"
Transform the SPARQL query to a natural language question.
Output just the transformed question
Generated NL:
What is the URI of the author of the entity with the human-readable
name "Harry Potter"?
Gold Standard NL:
Who wrote Harry Potter?

(a) An example of the overspecification error class

Prompt (Mistral-7B zero-shot):
Gegeben ist die SPARQL-Anfrage:
SELECT DISTINCT ?res WHERE { wd:Q1163227 wdt:P50 ?res. }
Dabei gilt:
Die Bezeichnung von wd:Q1163227 ist "Die Säulen der Erde"
Die Bezeichnung von wdt:P50 ist "Autor"
Transformiere die SPARQL-Anfrage in eine Frage in natürlicher Sprache.
Gib nur die transformierte Frage aus.
Generated NL:
What are the distinct authors of "Die Säulen der Erde" (wd:Q1163227)?
Gold Standard NL:
Wer schrieb die Säulen der Welt?

(b) An example of the language mismatch error class

Prompt (GPT-4 zero-shot):
Having a SPARQL query:
SELECT DISTINCT ?uri ?institute
WHERE { wd:Q76 wdt:P26/wdt:P69/wdt:P361* ?uri .
?uri wdt:P31*/wdt:P279* wd:Q3918 . }
Where:
wd:Q76 has human-readable name "Barack Obama"
wdt:P26 has human-readable name "spouse"
wdt:P69 has human-readable name "educated at"
wdt:P361 has human-readable name "part of"
wdt:P31 has human-readable name "instance of"
wdt:P279 has human-readable name "subclass of"
wd:Q3918 has human-readable name "university"
Transform the SPARQL query to a natural language question.
Output just the transformed question
Generated NL:
Which universities are either attended by Barack Obama or his spouse,
or are part of an institution that they attended?
Gold Standard NL:
What is the name of the university where Obama's wife studied?

(c) An example of the semantic mismatch error class

Figure 5: Identified error classes



5.3.3. Semantic Mismatch

This error class covers the generated questions that from one side look as full-fledged NL,
however, either make no sense (i.e., hallucinated) or slightly change the original semantics,
which leads to a different information need.

5.4. Analysis of SPARQL Structure and Performance

While dealing with SPARQL queries, we analyzed how their different features affect the NL
generation quality. In particular, we considered the following SPARQL query features: (a)
presence of PREFIX, (b) query type (SELECT or ASK), (c) number of triples, (d) presence of
ORDER BY, (e) presence of LIMIT and OFFSET, and (f) presence of HAVING statement. All the
listed query features are binary except the number of triples, however, there the maximal value
is four. Therefore, we were able to analyze the automatic metrics’ values while differentiating
between different values of a given query feature.

Based on Pearson’s correlation coefficient (𝜌), we identified the linear relationship between
the query features and the quality metrics. The correlation analysis demonstrated that there is
a very weak relationship between the SPARQL features and automatic quality metrics, i.e., the 𝜌
does not exceed the absolute value of 0.14 (for Rouge-L and presence of LIMIT and OFFSET
statements). However, the aforementioned correlation coefficient represents only a linear
relationship. Therefore, we decided to visualize how the quality scores differ when comparing
the respective values of the query features. We identified the most significant difference when
considering the (c) number of triples and (f) presence of HAVING statement. We present the
corresponding visualization in Figure 6).
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Figure 6: The “presence of HAVING statement” feature of SPARQL and its impact on the verbalization
quality according to the automatic metrics

6. Discussion and Conclusion

In this paper, we addressed the task of explaining/verbalizing SPARQL queries. Using our ap-
proach, it is possible to create natural-language representations for public or private Knowledge



Graphs while providing the labels of resources. Hence, there are low prerequisites for applying
our approach in practice.

While answering RQ1, we refer to Section 5.1 and 5.2. According to the evaluation values,
which demonstrated high-quality NL generation results, we confirm it is possible to generate
SPARQL query verbalizations using LLMs and knowledge injection technique.

To answer RQ2, we also refer to Section 5.3. Naturally, human evaluation serves as the most
suitable method for measuring the quality of the generated verbalizations. As this process is
expensive in every sense, one may utilize MT metrics instead. The drawback of such metrics is
that they have a doubtful correlation (from very weak to moderate) with the human evaluation.
Considering the error analysis, such metrics also do not recognize the listed error classes
properly. Hence, there is obviously a research gap in creating such a metric that measures
semantic aspects of two NL texts (cf. BERTScore [13]).

Finally, while answering RQ3, we also refer to Section 5.3. In particular, we have identified and
demonstrated three error classes (1) overspecification, (2) language mismatch, and (3) semantic
mismatch, which have to be considered when doing further research in this direction.

Despite our approach demonstrating a successful result when applying LLMs for converting
SPARQL queries to NL, it has several limitations. In particular, our approach fully depends on
labels of a target KG. Moreover, each resource in a KG may have more than one label, which
makes it non-trivial to decide which one to use (not always the preferred label is a perfect
choice). The human evaluation in this work is limited only to the English language and was
done only by the authors. This obviously biases the results towards the domain-expert users.

For future work, we will cover the aforementioned limitations and will focus on introducing
better metrics for measuring the semantic meaning of a NL text generated based on a SPARQL
query. Specifically, such a metric has to prove a better correlation with human decisions.
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