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Abstract
Organizations around the globe have acknowledged the importance of sustainability. Sustainability
performance has gained traction in investing and risk management and is now an integral part of
business planning. The volume and velocity of information being published on the web have made use of
natural language processing evident for insight generation. With the recent advancements in language
modelling and the availability of Large Language Models (LLM), conversational insight generation
is increasingly becoming popular. LLM combined with advanced retrieval techniques has eased the
task of question-answering over large natural language datasets. In this work, we present a novel
approach that leverages Knowledge Graph-based Retrieval Augmented Generation (KG-RAG) to facilitate
question-answering in the context of sustainability news articles and corporate Environmental, Social,
and Governance (ESG) performance. Our methodology encompasses the creation of an ESG Knowledge
Graph, retrieval techniques that identify contextually relevant information, and an LLM-based answer-
generation framework. We have experimented with multiple LLM models and have shown a comparative
study of their performances against several baseline algorithms.
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1. Introduction

In the contemporary landscape, the imperative of sustainability for individuals, corporations,
and government becomes increasingly evident [1]. Corporations embracing sustainability
practices often find that they lead to not only cost savings but also increased profitability and
long-term value. With increasing popularity amongst investors, it can facilitate access to capital
and support business growth. Environmental, social, and governance, or ESG, is a concept
that the United Nations Global Compact introduced for sustainability reporting in 2004 [2].
Since then, companies have used these to highlight their efforts and commitments towards
sustainability. The Global Reporting Initiative (GRI)1 is a leading international organization
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that promotes sustainability reporting. It provides a comprehensive framework for companies
and organizations to report their economic, environmental, and social performance.

Sustainability reports are published by organizations every year highlighting their efforts
in the area of ESG. Sustainability news on the other hand stands out for its advantage over
sustainability reports due to real-time event updates. It also offers a diverse array of perspec-
tives and timely insights from experts and stakeholders, enabling a holistic understanding of
sustainability challenges. Given the speed and volume of information flow, organizations have
been adopting natural language processing techniques for news analysis for quite some time
now [3].

Question-answering (QA) systems are pivotal in sustainability analysis due to their efficiency
in data retrieval, contextual understanding, and ability to provide interdisciplinary insights.
Sustainability encompasses diverse domains, and QA systems assist stakeholders in providing
answers by extracting relevant data from various sources while understanding the context
of their inquiries. These systems reduce the manual efforts required to read and review each
story. QA systems aid in benchmarking, support data-driven decision-making, and tackle
complex queries, ultimately contributing to more informed sustainability analysis and strategy
development[4]. The emergence of large language models (LLM), trained on extensive text data,
represents a groundbreaking advancement in natural language processing. These models excel
at producing highly articulate and cohesive text with minimal input, unlocking new potentials
in conversational AI, creative writing, and various other fields.

In this work, we present a system that facilitates ESG question-answering over news corpus
using a sustainability knowledge graph-aided retrieval augmented generation through LLMs.
Our methodology involves the construction of an ESG Knowledge Graph built on top of the
GRI reporting structure that encapsulates the essential entities and relationships extracted
from sustainability news articles. We show that KG-enhanced retrieval achieves better QA
performance than simple embedding matches. We have experimented with multiple open-
source LLMs and have shown their comparative performances. This framework ensures that
the answers provided to investors are not only informative but also comprehensible.

The contributions of this work are highlighted below:

• The creation of Sustainability knowledge Graph using GRI reporting structure and other
web sources.

• We propose the use of KG driven document retrieval for answering ESG questions.
• Human like answer generation using LLMs.
• Evaluation and comparison of results from our approach with several LLM based baseline

approaches.
• Comparative evaluation of performances of multiple LLMs for ESG QA.

In the next section, we present details of the proposed system and its components.

2. ESG Question-Answering System

Figure 1 shows the architecture and components of the proposed system. The ESG knowledge
graph creation is presented in section 2.1. The news processing module presented in section



Figure 1: ESG Question-Answering system components

2.2 extracts information components from news articles and updates the existing Knowledge
graph. Section 2.3 details the knowledge graph-driven news document retrieval and answer
generation methodology.

2.1. ESG Knowledge Graph

Figure 2: ESG knowledge graph schema

The ESG knowledge graph is created using elements taken from the widely recognized
GRI sustainability reporting framework, FinSim4-ESG 2022 shared task, [5], and updated with
information extracted from news articles. In GRI, sustainability reporting is considered from
three perspectives: economic, environmental, and social [6] defined in the form of a series of
indicators. The FinSim4-ESG 2022 task focused on the elaboration of an ESG taxonomy based
on data like companies’ sustainability reports, annual reports, and environment reports, and
made use of them to analyze how an economic activity complies with the taxonomy.

Figure 2 represents the schema of the Sustainability knowledge Graph. The graph comprises
multiple levels of entities defined as follows:



• Sustainability- This represents the root node of the graph.
• Sustainability categories – Three nodes branched under Sustainability represent the

three aspects of ESG that are Environment, Social, and Governance.
• Basic entities – These include 32 fundamental terms representing basic indicators of

GRIs which encompass the fundamental topics within the sustainability domain, such as
water (GRI_303), emissions (GRI_305), and public policy (GRI_415), etc. Apart from GRI
indicators, we have added additional basic entities taken from FinSim4-ESG shared task
[5] data like Sustainable agriculture (GRI_none), executive compensation (GRI_none),
climate change (GRI_none), etc. Each entity at this level contains two attributes, GRI
ID and the definition of an indicator. We align GRI indicators with their corresponding
sustainability categories by referencing the indicator definitions. In this work, GRI 300
series and GRI 400 series indicators are associated with Environment and Social category,
respectively. However, for Governance, we have taken indicators from GRI 200 and 400
series, as GRI standards have not defined this category explicitly.

• Intermediate Entities – These are more specific than basic entities. For example,
freshwater, greenhouse gas emission, bribery, tax fraud, lobbying, etc. fall into this
category. The connections between basic entities and intermediate entities are represented
by the relation ‘Contains’ or ‘Process’ or ‘Measured_as’ depending on the nature of the
relationships or interactions within the specified domain of the ontology. For instance,
(biodiversity, contains, flora), (water, measured_as, water consumption).

• Lower-Level Entities – As we move down the hierarchy, entities become more spe-
cialized and granular, representing specific instances or sub-types. Examples include
carbon-dioxide emission and methane emission are sources of greenhouse gas emissions.
Similarly, physical hazard and chemical hazard are types of work-related injuries. The
connections between Intermediate entities and Lower-level entities are represented by the
relation ‘Type’ or ‘Source’ or ‘Measured_as’. For instance, (Renewable energy, type, solar
energy), (greenhouse gas emission, source, carbon-dioxide emission), (emission reduction,
measured_as, green transportation).

Intermediate and lower-level entities are derived from detailed descriptions of GRI indicators
given in GRI standards glossary. Sample hierarchy of knowledge graph entities from basic to
lower level is shown in Appendix A Table 3.

2.2. News processing

We have created a sustainability news corpus containing 4331 documents published during the
year 2021-2022 from Reuters sustainability business news2 to keep the collection sustainability
focused. Each article is processed and attached to the knowledge graph in the form of entities
and relations described below:

• Article Nodes - A news article within a knowledge graph is represented as an entity that
encapsulates information obtained from news. Each article node comprises 5 attributes
defined as follows:

2https://www.reuters.com/sustainability/



– Article_Id – a unique identifier for each article node.
– Publication_Date – It indicates the date when the article was published.
– Headline – It represents the title of the article.
– Article Summary – This attribute contains a summary of the content of the article

obtained using a pre-trained transformer-based encoder-decoder model PEGASUS
[7]. It helps in obtaining a fixed length representation of the article’s content.

– All_Organizations – It represents a collection of all organizations mentioned within
the article. We have used Named Entity Recognition module to obtain the list of
organizations mentioned in the news article.

• Organization Node – This type of node in the knowledge graph represents the or-
ganizations that are frequently occurring in news articles. These nodes are connected
to their corresponding article nodes through a HAS_Org relation. Creating a separate
organization node aid in faster retrieval and organization-based filtering of articles.

Linking news to KG: For each article, we employ RAKE (Rapid Automatic Keyword Extrac-
tion) [8] algorithm to extract informative phrases that encapsulate the main themes and topics
discussed in the articles. RAKE is a widely used unsupervised keyword extraction technique that
leverages statistical measures, such as word frequency and co-occurrence, to identify important
phrases within a document. Subsequently, we utilize the phrase-BERT algorithm [9] to generate
embeddings for these extracted key phrases, capturing their semantic meanings in dense vector
representations. Similarly, each entity in the KG is represented by 768-dimensional phrase-BERT
embedding. For each RAKE key phrase, its maximally similar phrase in KG entities is found
using cosine similarity. Each article phrase is mapped to the maximally matching entity and
depicts a mapping of a single article to multiple intermediate or lower-level entities in the KG.
Hence, an edge is built between an article node and all mapped intermediate or lower-level
entities with "Contained_in" relation.

Figure 3 shows a subset of basic entities, intermediate entities, lower-level entities and article
node that are interconnected based on the relationships described in the schema.

2.3. KG driven Retrieval augmented generation (KG-RAG)

In this module, we present a retrieval strategy that uses the knowledge graph created earlier
for fetching relevant article nodes based on a user question, the content of which is further
used for generating answer to the question using a large language model. Our QA module
comprises two components: (i). KG Retriever, which takes a given question q within the context
of a knowledge graph 𝐺(𝑁,𝐸) and outputs the top k relevant article nodes; and (ii). an Answer
Generator responsible for crafting the sequence of answers.

Knowledge Graph Retriever: Consider a knowledge graph 𝐺(𝑁,𝐸), where 𝑁 denotes
the nodes and 𝐸 represents the edges within the knowledge graph. Each node 𝑁 contains a
variable number of attributes. Let 𝑁𝑖 represent the 𝑖𝑡ℎ node of the knowledge graph and 𝑁𝑖𝑗 is
the 𝑗𝑡ℎ attribute of the node. It’s important to note that nodes of the knowledge graph with
different labels can have different numbers of attached attributes. The edges, denoted as 𝐸𝑖𝑘,
serve as connection between nodes 𝑁𝑖 and 𝑁𝑘. Our task is to retrieve the top k most relevant
article nodes to the question 𝑞.



Figure 3: Subset of knowledge graph showing different entities and their relationships.

Graph Embedding: Given that each node is characterized by multiple attributes, we encode
each attribute of the node as a dense vector using the Universal Sentence Encoder (USE). USE
is a pre-trained deep learning model that encodes sentences into fixed-size vectors, capturing
semantic meanings [10]. The USE produces a 512-dimension vector.

Retrieval Based on Traversed Sub-Graphs: In the process of creating embedding, the
graph structure has not been utilized. To maximize the utility of the graph, it is essential to
incorporate the path from article node to the root node. This path encompasses additional
information present at the article level. Our approach involves traversing the graph from the
article node through all possible paths to the sustainability (root) node, thereby creating a
sub-graph that contains all paths leading to the article from the sustainability node(root). Paths
leading to the root node are traced utilizing a depth-first algorithm [11]. The process initiates
with all article nodes, identifying their first neighbors and proceeding in a singular direction to
include all inter-related nodes from each level back to the root node as shown in algorithm 1.
These traversed sub-graphs are denoted as the document representation 𝐷𝑜𝑐_𝑟𝑒𝑝, and they
play a crucial role in generating scores for articles.

Document scoring: Each input question q is encoded using USE. Subsequently, we calculate
the cosine similarity between the encoded question and all nodes 𝑁𝑖 in the knowledge graph.
Node similarity score is the maximum of similarity scores for attributes. To score an article
node based on these similarity scores, we leverage the traversed sub-graph structure and
𝐷𝑜𝑐_𝑟𝑒𝑝_𝑆𝑐𝑜𝑟𝑒𝑖𝑗 represents the score of 𝑗𝑡ℎ node of 𝑖𝑡ℎ document in 𝐷𝑜𝑐_𝑟𝑒𝑝 in decreasing
order. Our methodology involves determining the final score for each article by adding the
maximum scored node from the traversed sub-graph and the average scores of the other top
n-scored nodes. In cases where a question exhibits the highest similarity to a single path, that
specific path singularly contributes to the overall score. Conversely, when multiple paths exist,
the top n scores are distributed among these paths, highlighting diverse relevant paths. The
scoring function utilized is outlined as follows:

𝑁𝑜𝑑𝑒_𝑠𝑐𝑜𝑟𝑒𝑖 = 𝑚𝑎𝑥(𝑐𝑜𝑠𝑖𝑛𝑒_𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦(𝑞,𝑁𝑖𝑗))∀𝑗



Algorithm 1 Document Representation or Traversed sub graph & Document Score
1: Inputs: 𝐺(𝑁,𝐸), 𝑁𝑜𝑑𝑒_𝑆𝑐𝑜𝑟𝑒
2: Output: 𝐷𝑜𝑐_𝑟𝑒𝑝,𝐷𝑜𝑐𝑢𝑚𝑒𝑛𝑡_𝑆𝑐𝑜𝑟𝑒
3: 𝐷𝑜𝑐𝑖𝑑, 𝑁𝑒𝑖𝑔ℎ𝑏𝑜𝑢𝑟_𝑙𝑖𝑠𝑡,𝐷𝑜𝑐_𝑟𝑒𝑝,𝐷𝑜𝑐𝑢𝑚𝑒𝑛𝑡_𝑆𝑐𝑜𝑟𝑒← []
4: for 𝑁 = 1, 2, . . . , 𝑛 do
5: if 𝑁𝑖.𝑙𝑎𝑏𝑒𝑙 is Document then
6: 𝐷𝑜𝑐𝑖𝑑 ← 𝑁𝑜𝑑𝑒_𝐼𝑑
7: 𝑁𝑒𝑖𝑔ℎ𝑏𝑜𝑢𝑟_𝑙𝑖𝑠𝑡← all nodes in the path from 𝑁𝑖 to sustainability
8: 𝐷𝑜𝑐_𝑟𝑒𝑝← [𝐷𝑜𝑐𝑖𝑑, 𝑁𝑒𝑖𝑔ℎ𝑏𝑜𝑢𝑟_𝑙𝑖𝑠𝑡]
9: end if

10: end for
11: for 𝑑𝑜𝑐 = 1, 2, . . . , 𝑘 in 𝐷𝑜𝑐𝑖𝑑 do
12: 𝐷𝑜𝑐𝑢𝑚𝑒𝑛𝑡_𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑢𝑟_𝑠𝑐𝑜𝑟𝑒← [𝑁𝑜𝑑𝑒_𝑆𝑐𝑜𝑟𝑒[𝑑𝑜𝑐]]
13: for 𝑁𝑒𝑖𝑔ℎ𝑏𝑜𝑢𝑟𝑠 = 1, 2, . . . , 𝑛 in 𝑁𝑒𝑖𝑔ℎ𝑏𝑜𝑢𝑟_𝑙𝑖𝑠𝑡 do
14: 𝐷𝑜𝑐𝑢𝑚𝑒𝑛𝑡_𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑢𝑟_𝑠𝑐𝑜𝑟𝑒← 𝑁𝑜𝑑𝑒_𝑆𝑐𝑜𝑟𝑒[𝑁𝑒𝑖𝑔ℎ𝑏𝑜𝑢𝑟𝑠]
15: end for
16: 𝑚 = 𝑚𝑒𝑎𝑛(𝑠𝑜𝑟𝑡(𝐷𝑜𝑐𝑢𝑚𝑒𝑛𝑡_𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑢𝑟_𝑠𝑐𝑜𝑟𝑒)[1 : 4]
17: 𝐷𝑜𝑐𝑢𝑚𝑒𝑛𝑡_𝑆𝑐𝑜𝑟𝑒← 𝑚𝑎𝑥(𝐷𝑜𝑐𝑢𝑚𝑒𝑛𝑡_𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑢𝑟_𝑠𝑐𝑜𝑟𝑒) +𝑚
18: end for

𝐷𝑜𝑐𝑢𝑚𝑒𝑛𝑡_𝑆𝑐𝑜𝑟𝑒𝑖 = 𝐷𝑜𝑐_𝑟𝑒𝑝_𝑆𝑐𝑜𝑟𝑒𝑖0 +
1

𝑛

𝑛∑︁
𝑗=1

𝐷𝑜𝑐_𝑟𝑒𝑝_𝑆𝑐𝑜𝑟𝑒𝑖𝑗

Answer Generation: We have experimented with multiple LLM models for answer genera-
tion. LLM model takes as input the question, a fixed prompt, and the content of the retrieved
article to generate the answer.

3. Experiments and Results

Within our Knowledge Graph, we have a comprehensive representation of 540 unique organi-
zations. Notably, 28 organizations have more than 30 articles each. Among these, Shell holds
the lead with a maximum of 62 articles. Additionally, 86 organizations are within the range of
10-30 articles, contributing to the richness of our graph. The majority of organizations, totaling
426, are associated with less than 10 articles each. This distribution reflects the diversity of
information captured in the Knowledge Graph across various organizations and their respective
article counts. We have curated a question dataset consisting of 144 questions generated with the
help of multiple ESG domain experts. These questions are expert categorized into environment,
social, and governance categories having 59, 41, and 44 questions, respectively. As validating
QA on all companies entailed a significant computational load, we chose to run all 144 questions
on 30 companies to evaluate the performance of our models. We have randomly picked 15
companies from greater than 30 articles and 10 from 10-30 articles and 5 from less than 5 articles.
The answers generated by different methods are manually evaluated by domain experts. We
have experimented with two variations of the Knowledge Graph referenced in this section as



KG and KG_Enhanced. KG_Enhanced includes additional attributes for article nodes such as
summary and all organization which were omitted from KG.

For evaluating proposed KG-RAG architecture, we utilized the following baseline retrieval
methods, returning top 3 news articles for each question considering news title and content:

• BM25- It calculates relevance scores based on term frequency, document length, and
inverse document frequency. [12].

• LangChain- LangChain employs a retriever using a sentence transformer model. We
created embeddings for complete articles separately using all-MiniLM-L6-v2 [13]. Based
on similarity score with question we get top 3 articles.

• MMR - Maximal Marginal Relevance ensures the selection of diverse and relevant infor-
mation by iteratively maximizing the similarity between retrieved items while minimizing
redundancy [14]. It also uses all-MiniLM-L6-v2 for embeddings.

For the answer generation task, we have used the following LLMs:

• Llama2 - Llama 2 7b chat-hf model, which is a transformer-based model with 7 billion
parameters is used with 4-bit quantization [15]. It is a fine-tuned model of base Llama2
using RLHF. Its context length is 4096 tokens.

• Mistral - Mistral-7B-Instruct-v0.1 Large Language Model (LLM) is an instruction fine-
tuned version of the Mistral-7B-v0.1 generative text model using a variety of publicly
available conversation datasets [16]. This model also has context length is 4096 tokens
and its 4-bit quantized version is used.

• Phi2 - Phi-2 is a Transformer with 2.7 billion parameters [17]. It was trained using the
same data sources as Phi-1, augmented with a new data source that consists of various
NLP synthetic texts and filtered websites. Its context length is 2048 tokens.

• TinyLlama - TinyLlama-1.1B-Chat-v1.0, following the Llama 2 architecture, is a chat
model fine-tuned on top of TinyLlama-1.1B base model [18].

Figure 4: Retriever wise Accuracy (in percentage) plot for Llama2 & Mistral

Figure 4 illustrates the comparative performance of the two LLMs, Llama2 and Mistral,
across different retrieval methods. Here accuracy represents percentage of correct answers



generated. We observe a consistent trend where the accuracy of both Llama2 and Mistral
tends to increase as we move from traditional models such as BM25, LangChain and MMR to
more advanced KG based models, which is KG and KG_Enhanced. Notably, the KG_Enhanced
model achieves the highest accuracy with Mistral and comparable accuracy to KG retriever with
Llama2. Overall, the KG driven models achieves better accuracy than baselines with both LLMs.
This observation underscores the effectiveness of leveraging KG in enhancing the accuracy of
LLM based question-answering task.

Category Environment Social Governance Overall
KG_Llama2 70.61% 75.6% 70.45% 71.99%
KG_Mistral 70.72% 81.29% 80.3% 76.62%
KG_Phi2 52.07% 52.03% 59.84% 54.39%
KG_Enhanced_Llama2 74% 71.54% 68.93% 71.75%
KG_Enhanced_Mistral 80.78% 82.54% 85.25% 84.72%
KG_Enhanced_Phi2 49.71% 56.09% 63.63% 55.78%

Table 1: Overall and Category wise accuracy across LLMs
Table 1 presents the performance of different models in answering questions from different

ESG categories. The numbers represent the percentage of questions answered correctly by each
model in each category. KG_Enhanced_Mistral outperformed other models with an accuracy of
80.78%, showcasing its effectiveness in answering questions related to the environment cate-
gory. In social category, KG_Enhanced_Mitral and KG_Mistral emerged as the top-performing
models with 82.54% and 81.29% accuracy respectively whereas KG_Enhanced_Llama2 and
KG_Llama2 demonstrated consistent performance, both exceeding 70% accuracy. Again,
KG_Enhanced_Mistral showcased the highest accuracy in the governance category, achieving
85% accuracy. Overall, KG_Enhanced_Mistral and KG_Mistral maintained a competitive edge
across all categories, contributing to an overall accuracy of 84.72% and 76.62%, respectively.
Moreover, KG_Enhanced_Llama2 and KG_Llama2 consistently performed well, surpassing
the 71% accuracy mark. This shows the ability of Knowledge Graph-based models to capture
semantic relationships, showcased robust performance across diverse categories.
LLM Comparison: In general, Models with 7 billion parameters outperform smaller models.
Mistral surpasses Llama2 and Phi2. In our experiments we found that Mistral tends to generate
an answer only when it finds an exact match in the context; otherwise, it returns "Insufficient
Information Available," as indicated in the prompt. Conversely, Llama2 tends to produce a form
of summary followed by "Insufficient Information Available to answer or no mention about
the question in the context". Llama2 exhibits a greater tendency to generate more incomplete
answers than Mistral and is more prone to hallucination when there is no relevant article. In
contrast, Mistral tends to extract more accurate answers from articles and has a lower tendency
to hallucinate. On the other hand, if the correct articles are passed, Llama2 and Mistral both are
comparably effective. Pointer-wise answers are better for Mistral. While Phi2 is not directly
fine-tuned for instruction following tasks, it achieves comparable results. In cases of insufficient
information in the articles, Phi2 may generate an answer based on its knowledge, there is no
relevant information with an explanation and in very few cases, directly outputs "Insufficient
Information Available" or "No mention in the text." Additionally, Phi2 tends to make more
assumptions than larger models. Sample question answers are shown in Appendix A along



with retrieved article headline.
TinyLlama with 1.1 billion parameters on the other hand exhibited comparatively weaker per-

formance, consistently generating responses based on its own knowledge or producing random
output. The answers generally fall short of expectations, and despite experimenting with various
prompts, it consistently fails to generate satisfactory responses. As an illustration, when posed
with the inquiry "Does Amazon have any initiatives or partnerships for Forest Restoration?"
and provided with KG enhanced articles, other models deliver meaningful responses. In sharp
contrast, TinyLlama offers an unhelpful reply, "# Given a text, generate response." Moreover, in
certain instances, it tends to generate answers that lack coherence, following no discernible
patterns and resembling random output.

4. Related Work

In the dynamic landscape of information retrieval, a task that is both crucial and continually
evolving, recent research has made significant strides with the introduction of diverse retrieval
models. Traditional BM25 has provided a robust foundation, relying on sparse representa-
tions to facilitate efficient document retrieval [12]. On the other hand, the Dense Passage
Retrieval framework which leverages dense representations and neural networks is also achiev-
ing state-of-the-art performance in open-domain question answering and document retrieval
[19]. Furthermore, innovative methodologies, such as Colbert, introduced by Ma et al.[20]
emphasize the importance of context augmentation through text generation. These approaches
have proven to be instrumental in enhancing query semantics and optimizing information
retrieval processes. In [21], LLM-based diverse retrieval models and techniques collectively
contribute to the ongoing evolution of information retrieval, offering valuable insights and
solutions to address the multifaceted challenges in this field. However, with the advancement
of Large Language models viz GPT3 [22], PaLM2 [23], Gemini [24], RAG stands out due to
factual answer generation. The Retrieval-Augmented Generation (RAG) [25] model combines
a retriever with a generator to answer questions over a knowledge base. A general-purpose
fine-tuning recipe for RAG models which combines pre-trained parametric and non-parametric
memory for language generation is used.

5. Conclusion & Future Work

In this work, we presented a Knowledge-Graph driven Retrieval Augmented Generation system
to facilitate ESG question answering over news corpus. Our methodology encompasses the
creation of an ESG Knowledge Graph, retrieval techniques that identify contextually relevant
information, and an LLM-based answer-generation framework. We have experimented with
multiple LLMs and have shown a comparative study of their performances against several
baseline algorithms. LLMs with a higher number of parameters show promising results. In future,
we are planning to explore LLM fine-tuning on ESG data. Also, we are yet to include temporal
questions that span across multiple years of data. We are looking forward to advancements in
both retrieval and LLM space to expand the current work.
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A. Appendix

Table 2: Sample question and their answers obtained using the proposed framework. The ESG
categorization of each question is indicated in brackets.

Question: Has Tesla permanently adopted a work-from-home policy? (S)
Answer: No, Tesla has not permanently adopted a work-from-home policy. Elon Musk, the
CEO of Tesla, has asked employees to return to the office or leave the company. The email
sent to employees stated that everyone at Tesla is required to spend a minimum of 40 hours
in the office per week. If an employee does not show up, they will be assumed to have resi-
gned. The more senior the employee, the more visible their presence must be in the office.
Retrieved Articles: Elon Musk tells Tesla staff: return to office or leave
Question: Does Amazon emphasize team diversity? (S)
Answer: Yes, Amazon emphasizes diversity. According to the article, Amazon has hired
Candi Castleberry Singleton as the new VP of Global Diversity, Equity, and Inclusion. This
suggests that Amazon is making an effort to increase diversity within the company. Addit-
ionally, the article mentions that Amazon the number of aims to double Black leaders in
the company and increase the percentage of women in senior tech roles.
Retrieved Articles: 1.Amazon hires Twitter executive to tackle diversity challenges
2.Amazon aims to double U.S. Black employees in leadership this year
Question: Are there any reported cases of environmental violation or damage
by Tesla or its supply chain activities? (E)
Answer: Based on the article provided, there have been reports of environmental violati-
ons and damage related to Tesla’s supply chain activities. According to the article, Tesla is
under investigation by the U.S. Securities and Exchange Commission (SEC) regarding a
whistle-blower complaint that the company failed to properly notify its shareholders and
the public of fire risks associated with solar panel system defects over several years. Add-
itionally, the article mentions that Tesla faced at least 10 lawsuits alleging widespread race
discrimination or sexual harassment, including one by a California state civil rights agency.
These reports suggest that Tesla may have violated environmental laws or regulations rela-
ted to its supply chain activities. However, without further information, it is difficult to det-
ermine the extent of these violations or the potential environmental damage caused.
Retrieved Articles: SEC probes Tesla over whistle-blower claims on solar panel defects
Question: How many women are employed by Amazon? (G)
Answer: According to the provided text, as of 2020, women comprised 31.4% of Amazon’s
U.S. corporate employees.
Retrieved Articles: Amazon aims to double U.S. Black employees in leadership this year
Question: Has Shell adopted Sustainable Aviation Fuel to increase decarbonization? (E)
Answer: Yes, according to the provided text, Shell has announced plans to start producing
low-carbon jet fuel at scale by 2025, with the goal of increasing its production of Sustain-
able Aviation Fuel (SAF) to 10% of its global aviation fuel sales by 2030.
Retrieved Articles: 1.Oil giant Shell sets sights on sustainable aviation fuel take_off
2.Rolls_Royce partners with Shell in sustainable aviation fuel push



Table 3: ESG Knowledge Graph entities - examples
Basic Entities Intermediate Entities Lower-Level Entities

Energy (GRI_302)

renewable energy

solar energy, wind energy,
hydropower, bio-energy,
geothermal energy,
renewable thermal energy,
solar thermal energy,
marine energy, bio-fuels,
hydrogen, ocean

Non-renewable energy

nuclear energy, coal, natural
gas, petroleum, fossil fuel,
gasoline, diesel fuel, jet
fuel, liquified petroleum gas

energy intensity
energy consumption
energy reduction energy efficient vehicle

Occupational health and safety
(GRI_403)

safe work environment
accidental spill

work-related injury or
ill health

physical hazard, ergonomic
hazard, chemical hazard,
biological hazard, psycho
social hazard, mental
hazard

hazard identification &
risk assessment
employee fatalities

Emission (GRI_305)
green house gas
emission

carbon-dioxide emission,
global warming potential,
methane emission, nitrous
oxide, sulphur oxide

Table 4: Sample of Prompt used with LLM for answer generation
"""
Only use the text given within context "##" to answer the question, don’t make up any-
thing else based on your knowledge. If you don’t get the answer from context or no
mention of answer in context, then generate "insufficient information available" and
don’t add anything else. Answer in format
## Context: {context} ## Question: {question} Answer:
"""

Hardware: In our experiments, we utilized the MiGA100 GPU, which boasts 14 vCPUs, 60
GiB of RAM, and 20 GiB of GPU memory for our generation tasks. Additionally, we conducted
experiments on the free version of Google Colab, utilizing the T4 GPU provided.
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