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We consider the algorithmic problem of functionally decomposing sparse polynomials. For example,
given a (ridiculously) high degree (5 · 2100) and very sparse (7 terms) polynomial such as:

𝑓(𝑥) = 𝑥5·2100 + 15 · 𝑥2102+247 + 90 · 𝑥3·2100+248 + 270 · 𝑥2101+3·247 + 405 · 𝑥2100+249 + 243 · 𝑥5·247 + 1,

we ask how to determine quickly whether it can be written as a composition of lower degree polynomials
such as

𝑓(𝑥) = 𝑔(ℎ(𝑥)) = 𝑔 ∘ ℎ = (𝑥5 + 1) ∘ (𝑥2100 + 3𝑥2
47
),

and if so, to generate such a decomposition.
That such decompositions remain sparse was first conjectured for perfect powers in 1949 by Erdős

[3], but not proven until 1987 by Schinzel [9]. Zannier [10] then generalized this theory to functional
decompositions.

Computationally, we have had algorithms for functional decomposition of (dense) polynomials since
Barton & Zippel [2] in 1976. The first polynomial-time (in the degree) algorithms appeared in 1986
by [7], at least in the “tame” case, where the characteristic of the underlying field does not divide the
degree, and an almost linear time algorithm was shown later in [4]. In fact, we can now show that,
except for a very specific class of polynomials, Barton & Zippel’s algorithm runs in polynomial time in
the degree [5]. Polynomial-time algorithms for the (dense) “wild” case and rational functions have now
been been developed, most completely in [1].

Algorithms for polynomial decomposition that exploit sparsity have remained elusive until recently
(see [6, 8]). We want algorithms that run in time polynomial in the representation size – the length/loga-
rithm of the exponents and coefficients of the non-zero terms of the input (and output). In this talk I
will present some new algorithms which meet this goal, and provide very fast and simple solutions to
some polynomial decomposition problems, such as the example above. These new methods require
time quadratic in the number of non-zero terms in the input and output, and in the logarithm of the
degree and coefficients.

Many open algorithmic problems remain for sparse polynomials, including detecting indecomposabil-
ity, the “wild” case, and rational functions. We show connections to the well-known open (and possibly
intractable) problems of sparse polynomial divisibility and irreducibility. There is also considerable
room to tighten bounds in the underlying mathematics (and thereby improve the cost), as well as to
explore a broader class of sparsely represented functions [8].

This is ongoing work with Saiyue Liu (UBC) and Daniel S. Roche (USNA).
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