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1. Motivation and Background

Process mining (PM) bridges data- and process science, thus combining disciplines like business
process management, process automation, databases, machine learning, and visual analytics [1].
It enables the analysis of processes through data records, mainly in business contexts where
processes are “what companies do whenever they deliver a service or a product to customers” [2].
Notably, also internal actions, or more broadly all “coherent series of changes, both man-made
and naturally occurring” can be understood and analyzed from a process perspective [3].

While the technology advanced significantly in recent years and PM tools are transitioning
towards comprehensive platforms, aiming to establish PM as integral in business process
management initiatives [4], practical PM projects might still fall short of expectations [5].
Mamudu et al. [6] identified factors affecting project success, including among others, data
quality, tool choice, team composition, analyst expertise, and project planning. In addition to
data aspects, techniques, and organizational structures, these findings emphasize the importance
of human factors for the success of PM projects. In line with the research framework from vom
Brocke et al. [7], I will refer to these human factors as the Individual Level of PM. It involves the
use, adoption, and conduct of PM tasks by individual actors, such as process analysts [7].

Process analysts play a central role in PM projects, applying techniques and deriving insights
for their organizations [8, 9, 10]. However, their tasks are often emergent, ad-hoc, and manual,
which consequently poses significant challenges, especially for novice analysts [11, 9, 12].
Therefore, the focus of my doctoral project is the individual level of process mining, with the
objective of conducting detailed analyses and developing tools and methodologies to support
less experienced analysts in successfully implementing PM projects.

In the context of an individual perspective, I want to emphasize those steps in PM projects that
require human intervention and reasoning. PM projects commonly involve six phases: scoping,
data collection, data preparation, mining and analysis, evaluation, and implementation [13].
Analysts are especially involved in the scoping, analysis, and evaluation phases, where they
formulate questions, employ techniques, explore data, and assess results to provide answers [8,
9]). My doctoral project will therefore focus on these three project phases.
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2. Research Proposition

As part of my doctoral project, I aim to facilitate the successful implementation of PM projects
by analysts —also in the case of less experienced, novice analysts. To this end, I pursue two
main research goals (RGs):

• RG1: Contribute to a better understanding of the individual level of PM, i.e., how
and why analysts act during a process analysis.

• RG2: Develop methodological guidance and software-based support for novice
analysts to assist analysts during selected tasks of process analyses.

Design science research principles suggest that a detailed understanding of a problem should
be established prior to the development of new artifacts, such as support systems or methodolo-
gies [14]. Therefore, the two RGs are interdependent, with findings from the first goal informing
the development of support mechanisms in the second.
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Figure 1: Proposed work packages

Figure 1 provides an overview of the proposed work packages (WPs) and their methodical
implementation. To achieve RG1, I will mainly utilize the grounded theory research method [15]
and analyze empirical data (e.g., interviews, behavior observations) to gain insights into analysts’
challenges (WP1) and work practices (WP2). Building on the findings from WP1 and WP2, I
aim to develop tools and methodological guidance (RG2). Based on the findings from WP1,
which is already completed, the considerations outlined in Sect. 1, and a review of related work,
I identified two areas in which support for novice analysts is lacking. First, WP3 focuses on
question identification to support analysts to scope their analysis more effectively and generate
relevant insights. Second, WP4 focuses on answer evaluation. Both WP3 and WP4 will follow
design science research guidelines [14].



In the remainder, eachWP is outlined in more detail, including its motivation, relevant related
work, its proposed methodological implementation, and its status.

3. Challenges for Process Mining Analysts (WP1)

Design science research advocates that tools should be designed based on well-understood
problems that address real challenges [14]. Therefore, WP1 contributed to defining the problem
space by identifying the actual challenges faced by PM analysts. Three research questions (RQs)
were raised and answered:

1. What are the challenges perceived by individual process analysts during a PM project?
2. Do the discovered PM challenges differ in their relevancy and in the extent to which

experienced process analysts are able to solve them in practice?
3. What are mitigation strategies applied in practice to overcome these challenges?

Previously, challenges in PM have been analyzed from an organizational viewpoint [16], or
reported rather fragmented in case studies [17, 18, 19]. More detailed studies focusing on the
challenges of analysts based on empirical data have only been conducted in related fields, as by
Wongsuphasawat et al. [20], focusing on exploratory data analysis.

Therefore, we studied the challenges that PM analysts experience during their work practice.
In [21], we answered RQ 1 by following grounded theory [15]. The iterative coding approach
of interviews with analysts resulted in the identification of 23 challenges. Subsequently, we
verified the existence and relevancy of the challenges in an online survey and captured strategies
applied by more experienced analysts to mitigate or overcome them (RQs 2-3). Results are
published in [22]. Our findings revealed that especially the formulation of questions (cf. WP3)
and the identification of answers and conclusions based on analysis results (cf. WP4) represent
significant challenges for individual analysts and remain largely unresolved in many PM projects
in practice [22].

4. Analysis Behavior (WP2)

Analysts perform sequences of operations and reasoning steps during process analysis, such
as data manipulations, creation and interpretation of representations, formulation and testing
of hypotheses, etc. [23, 24, 25]. Existing studies suggest that the analysis behavior1 is rather
analyst-specific and depends on factors like domain knowledge and prior experience [26]. It
can be observed that the analysis behavior for the same task differs across analysts [24, 25].
However, based on my knowledge, a holistic understanding of which analysis operations are
applied in which situations and what constitutes an effective process analysis remains unknown.
A better understanding of these factors could make a decisive contribution and inform the
development of support tools for novice analysts [27]. Therefore WP2 focuses on the analysis
phase of PM projects and aims to answer the following RQs:

1With the term Analysis Behavior, I am referring to the observable sequence of analysis operations, including
leveraged tool functions, that occur when an analyst conducts a PM analysis.



1. What is the behavior of analysts during the mining and analysis phase?
2. Why do analysts adopt a particular behavior and do they encounter difficulties with it?
3. How can effective and less effective analysis behavior be distinguished?

To answer the RQs, I will analyze screen recordings of the analysis process, including behavior
observations, concurrent think-aloud data, and answers. This data has been captured during a
large study with 40 analysts, as part of the ProMiSE project [28]. Initial insights into the data
suggest that its holistic analysis is not trivial. To answer the RQs, I will therefore focus on the
usage and effectiveness of visual elements during the analysis process, such as directly-follows-
graphs, charts, variant visualizations, etc. It is undeniable that visualizations play a central
role in a majority of the analyses of event data [8, 29] and answers to the formulated RQs can
provide important input for tool development in this regard.

The work on WP2 has been started with the review, annotation, and coding [15] of the
multi-modal data. The final round of coding and the interpretation of results are outstanding.

5. Question Formulation (WP3)

Multiple factors are influential to the analysis phase in PM projects [26]. One aspect is the
question (task) that the analyst aims to answer. However, support for designing analysis
questions is rare. Previously, Zerbato et al. [30] raised awareness of the problem by providing
an overview of the diverse ways analysis questions may be derived. Additionally, Ullrich and
Lata [31] confirmed that initial questions can aid non-technical users in approaching a PM
analysis. Based on their experience, they formulated a set of standard questions process analysts
might be interested in and provided analyses and visualizations that guide them in answering
these questions. When questions are provided, Barbieri et al. [32] proposed how they could be
classified according to their required analysis technique and translated into SQL statements
that can be applied to a data set to automatically answer a question. Additionally, our research
revealed that question design is perceived as one of the most significant challenges analysts are
least able to overcome [22]. Consequently, rather than focusing on answering questions, WP3
is concerned with the fundamental work of guiding question clarification and formulation. In
particular, the following RQs will be addressed:

1. What are the characteristics of questions posed during PM analyses?
2. How can the characteristics of PM analysis questions be arranged in a taxonomy?
3. How can a taxonomy and question bank be utilized to support question identification

and formulation in PM projects?
4. Is the developed support usable and effective for deriving PM analysis questions?

I first aim to understand and categorize analysis questions following established taxonomy
development guidelines [33, 34] (RQs 1-2). To this end, I already collected questions from
literature and practice and developed the taxonomy together with my co-authors. The set of
questions and the taxonomy provide an overview of the formulation of PM analysis questions,
allow for the identification of blind spots, and provide a baseline to clarify and refine questions
based on their underlying concepts and information needs. On top of the taxonomy and the set



of questions, I aim to propose and evaluate an application that guides the structured use of both
artifacts for the design of questions (RQs 3-4).

6. Answer Evaluation (WP4)

Similar to WP3, WP4 addresses one of the challenges identified in [22]. We found that analysts
struggle with identifying clear answers to the initially raised questions and deriving conclusions
from them. Koorn et al. [35] confirmed that there indeed exists a lack of rigorous evaluation
measures for PM results, hindering analysts in identifying whether their answers are sufficient.
They proposed qualitative validation strategies to verify the correctness and relevancy of results.
Beerepoot et al. [36] provided a methodological solution to the problem, validated in the medical
sector. However, both approaches involve project stakeholders and lack guidance for analysts to
objectively assess their findings with respect to the analysis question. Thus, WP4 will focus on
evaluating analysis outcomes, examining the relationship between analysis steps, their impact
on the results, and investigating objective evaluation methods and their applicability to PM.
Specifically, I raise the following RQs:

1. What are the core elements and their relationships that lead to an answer during the
analysis process?

2. What are measures to objectively evaluate the quality of PM answers?
3. How can analysts be supported in the assessment of the quality of their PM answers?
4. Is the developed support usable and effective for assessing the quality of PM answers?

Several papers suggest that case studies offer valuable insights into work practices [23, 35].
Therefore, it seems promising to rely on a literature review of PM case studies to inform a
conceptual model of the analysis space2. This model will hold important information about
the elements that influence answers in PM projects (RQ 1). I will further explore whether
quality indicators from related fields, as for example summarized in [37], can be adapted to
PM (RQ 2). Based on the results of RQs 1-2, I will identify blind spots and develop support for
assessing answer quality following design science principles [14] (RQ 3). While the exact form
of this support is yet uncertain, the development of novel quality metrics and corresponding
application guidelines are likely. I intend to evaluate the effectiveness of the developed artifacts
in one or several case studies (RQ4), following the suggestions of Kitchenham et al. [38].

Initial work on WP4 has been started to verify its feasibility. The literature review is ongoing
and confirms the feasibility of defining a conceptual model of the analysis space. The identi-
fication and assessment of quality metrics for the elements of the conceptual model (i.e., its
components and links of components) remains open.
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