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Abstract
This paper outlines the approach and technology employed to model and generate extreme volumes of synthetic
financial time-series data. We introduce the Graph-Massivizer project and its financial use case, focusing on green
sustainable finance. One project objective is to create synthetic financial data in extreme volumes to facilitate
advanced testing and simulations of investment and trading algorithms. Afterward, we provide an overview
of the methodology, detailing the utilization of ontologies and knowledge graphs. Furthermore, we elaborate
on modeling correlations between different markets’ time-series and how we can benefit in combination with
graph neural network models to generate financial data. We then present the current implementation status and
conclude with a discussion of future work.
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1. Introduction

In the financial investment and trading domains, synthetic data—artificially generated datasets that
mimic real-world financial time-series characteristics—has become a robust solution for quantitative
analysis and back-testing. The demand for synthetic data has arisen due to increasingly complex
financial models and algorithms driven by data-demanding machine learning (ML) models. These
models find real historical data time-series to have multiple limitations, such as reduced volumes,
high costs, incomplete data, or irrelevance as we go further back in time. The core characteristic of
synthetic data is its ability to capture the statistical properties of real-world markets while maintaining
a completely artificial nature. This allows for intensive testing before financial models and algorithms
are further validated on real-time financial data. The Graph-Massivizer project [1] aims to develop a
software platform consisting of independent yet integrated tools. In one of its use cases, this platform
will generate synthetic data in extreme volumes, closely matching the quality and characteristics of
historical data samples of stocks and commodities futures, with plans to expand to other securities
such as ETFs, bonds, and options. At the core of the approach are knowledge graphs (KGs), chosen for
their ability to capture, store, and represent historical financial time-series. All technologies used are
designed around creating, processing, storing, and generating these KGs. KGs, designed to represent
entities and their relationships utilizing ontologies, can be significantly enhanced. Firstly, ontologies
provide a shared vocabulary and semantic alignment, particularly useful when integrating data from
different sources across various KGs. Secondly, KGs can leverage ontologies to perform inference and
reasoning, allowing the discovery of new relationships within the graph. Thirdly, ontologies can enrich
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KGs by adding missing information, such as properties or classes that are not explicitly present but are
implied based on existing relationships.

2. Graph-Massivizer Project - The Financial Use Case

Green and sustainable finance This use case [2] aims to enhance algorithmic investment and
trading capabilities in green-focused products and investment/trading styles by generating and utilizing
extreme volumes of synthetic data for testing and training. In this respect, the Graph-Massivizer project
seeks to overcome the limitations posed by financial market data providers—such as restricted data
volume, reduced accessibility, and high costs, by enabling the rapid, semi-automated creation of realistic
and affordable synthetic financial datasets that are unlimited in size and accessibility. It also aims to
improve ML-based green investment and trading simulations, eliminating critical biases such as prior
knowledge, over-fitting, and indirect contamination due to current data scarcity. The approach first
maps samples of historical financial data (stocks and commodities futures) to a massive graph (F-MG)
through a time-series to graph transformation. Next, using a generative model, we create a synthetic
financial massive graph (SF-MG). Finally, we generate synthetic financial data from the SF-MG by
enforcing specific quality rules. To achieve this, the Graph-Massivizer platform is provided with 10 TB
of historical data samples, with the primary goal (KPI 1) of generating between 1 and 5 PB of synthetic
financial time-series data. Another goal (KPI 2) is to achieve 90% energy consumption accountability for
synthetic data creation. We use this data to test and improve financial algorithms, and aim to achieve
(KPI 3) a measurable return increase of 2-4% in the enhanced financial algorithms that use synthetic
data. Additionally, we aim to achieve (KPI 4) an increase in the financial algorithms’ alpha by 1-2% and
a Sharpe ratio greater than 1.5.

Graph-Massivizer toolkit The Graph-Massivizer toolkit is an integrated platform composed
of five tools (Graph-Inceptor, Graph-Scrutinizer, Graph-Optimizer, Graph-Greenifier, and Graph-
Choreographer) that perform specific and unique functions for massive graph processing:

• Graph-Inceptor: realizes a massive graph for the system to use.
• Graph-Scrutinizer: provides analytic capabilities and probabilistic reasoning for insights.
• Graph-Optimizer: ensures that large graph operations are completed efficiently.
• Graph-Greenifier: evaluates the energy consumption of massive graph operation.
• Graph-Choreographer: allows serverless deployment to use resources on-demand.

Further on, Figure 1 shows the overall Graph-Massivizer architecture and how the five tools are inter-
connected. Additionally, we can see in this diagram the external components, such as the metaphactory
platform, the graph database, and the hardware and infrastructure used by the toolkit.

3. Challenges in Modeling Financial Data

Modeling financial data presents several challenges due to financial markets’ dynamic nature and
complexities. In addition to numerous variables, volatility clustering, fat tails, and noise, which are all
specific to financial data, we focus particularly on five aspects to generate synthetic data.

KG relations’ extraction and enrichment In large-scale financial data, extracting relationships
among various data types can be complex and non-intuitive, often requiring inference methods to
identify them. We aim to enhance the quality of KG relation extraction by utilizing ontologies and
reasoning methods to identify and extract non-obvious relationships.

Heterogeneous time-series data Financial data consists of different types of time-series data
with different semantics, domains, and dynamics. We can mitigate this diversity by using ontologies
underlying their relationships and finding correlations among them.



Figure 1: Graph-Massivizer architecture.

Changing statistical properties Financial time-series often display changing statistical properties
over time, such as means, variances, and covariances. These properties are used for measuring an asset’s



performance and risk. These statistical patterns must be identified and replicated in the synthetic data
to model the original data accurately.

Quality assessment of generated data The evaluation of synthetic data is ongoing research [3]
and [4] and [5] review several evaluation methods of financial and other synthetic time-series. The
method of [3] applies various qualitative, quantitative, and predictive methods. These methods consist
of statistical models and distances, such as various distribution divergence metrics, the Kolmogrov-
Smirnov test, real and synthetic data correlation analysis, and the non-parametric model of MMD. Other
methods evaluate the ML models on real data trained on synthetic data. Additionally, we can evaluate
specific quantities such as Value at Risk (VAR). These methods differ depending on the use case, and we
aim to select appropriate metrics.

4. Using Ontologies and Knowledge Graphs

KGs and ontologies allow scientists and domain experts to model complex relations between data in a
logically structured and machine-readable format. This capability allows ontologies to connect diverse
sources of information, such as the use case presented here and similar related data.

In the Graph-Massivizer project, ontologies represent and integrate data from diverse use cases. The
metaphactory platform was chosen to manage ontologies and integrate data with a front-end interface.
Metaphactory has many applications for developing and managing ontologies, KGs, and other related
semantic artifacts [6]. With metaphactory, users can interact with and create ontologies and integrate
and use data that aligns with the ontology.

By decoupling the data and the schema for the data, the ontology allows developers to model and
prepare for handling massive amounts of data in an abstract way. For instance, a user or developer
can write queries to inspect only the relevant data of interest inside the large data set. While queries
like this are not themselves a direct algorithmic optimization, they do play a critical role in ensuring
scalability is possible by identifying critical semantic information and metadata that can reduce a huge
chunk of data into something more tractable.

In this section, we will describe the data represented by ontology and then show the ontology that
schematizes it to integrate it with a KG.

4.1. Ontology data

This use case initially focuses on two types of financial products: stocks and commodities futures.
However, this paper will concentrate on one financial product: stocks. The financial ontology for stocks
consists of four main types of financial data:

Fundamental data Fundamental data [7] indicators represent accounting data related to a company
and its particular industry. These indicators have a low update frequency (quarterly on average or
yearly) [8] and provide long-term insights into a company’s valuation and price evolution.

Technical data In contrast with fundamental data, technical data [9] has a very high update frequency
(tick/second/minute, etc.), offering short-term insights into stock price movements. This data includes
fine-grained historical stock price information in the form of Open, High, Low, Close, and Volume
(OHLCV). Numerous additional statistics can be derived from this financial modeling and prediction
data, particularly for intra-day trading.

ESG data Environmental, social, governance (ESG) [10] data measures companies based on various
responsibility metrics, including environmental, social, and governance criteria. By considering these
criteria in their investments, investors encourage responsible corporate behavior and avoid investing in
companies with risky or unethical practices.



Figure 2: Financial ontology diagram.

Sentiment data Market sentiment data [11] reflects investors’ attitudes toward a company, sector,
or financial market. Various indicators derived from statistical technical analysis, social media, or
alternative data sources can be used to measure market sentiment.

4.2. Ontology diagram

The financial ontology overview in Figure 2 shows the objects and data constituting the
use case, namely historical and synthetic data and financial algorithms. They run in-
side the PeractonSecuritiesPlatform class that ingests the SyntheticStocksData and
SyntheticCommoditiesData generated by the Graph-MassivizerPlatform class.

4.3. Synthetic ontology diagram

The synthetic financial data ontology in Figure 3 shows the created categories and mirrors the original his-
torical financial data set structure. The SyntheticSymbol belongs to SyntheticCommoditiesData
and SyntheticStocks classes, with the TechnicalData and FundamentalData classes as features.
It also shows the SyntheticFinancialData class with SyntheticCommoditiesMultiverse
and SyntheticStocksMultiverse subclasses, with further SyntheticCommoditiesData and
SyntheticStocksData subclasses.

5. Related Work

We briefly review the literature on applying KG in financial data analysis, then elaborate on other
financial data modeling and generation methods.

5.1. Ontology in financial data analysis

Several methods leverage ontology and KG in financial analysis, such as KG extraction and enrichment,
querying and reasoning over KGs, extracting correlations, and modeling financial time-series.

[8] studies the effect of considering fundamental and technical data in stock price prediction ML
models, showing that models benefiting from both indicators outperform models considering them
alone. The method of [12] proposes KG extraction, enrichment, and querying methods. [13] drives
a high-quality financial KG given the ontology by a semi-automated method and utilizes this KG in
reasoning, stock prediction, and generation with two neural network models, multi-layer perceptron
and long short term memory (LSTM). [14] provides an ontology-based correlation extraction between
different companies. It drives the network of companies by assessing time-series and uses the node2vec
and k-nearest neighbor (kNN) methods to embed and cluster the extracted nodes. [15] proposes a joint



Figure 3: Synthetic financial ontology diagram.

graph learning and prediction model on time-series data. It uses KG and graph neural networks (GNNs)
to derive the correlation among different time-series. The method of [16] benefits from KGs in finding
first and second-order relationships among companies. It applies an LSTM for time-series embedding of
each node and a temporal graph convolutional network (GCN) to incorporate the varying neighborhood
effect. The method in [17] formulates stock prediction as a stochastic optimization and introduces
genetic programming with a generalized crowding method using financial KG to predict prices.

5.2. Financial time-series modeling

Statistical models Various statistical linear models such as autoregressive models exist for stock
prices, however, they can’t capture the complex non-linear structure of these data [18].

Event based models These methods formulate time-series data as event data and define it as
remarkable changes in time-series in continuous time. The methods of [19] and [20] construct correlation
(influence) graphs of time-series utilizing the Hawkes process. [20] defines events as long-lasting
volatility values. It uses an attention layer to weigh and capture neighborhoods and an LSTM to predict
the next price. The method in [21] uses an event graph and tackles dimensionality. It formulates the
intensity function utilizing GNNs and the attention layer to dynamically embed node features and
recurrent neural networks (RNNs) to embed event sequences. Graphical event models are another form
of marked point processes event type utilizing graphical information for event graph construction [21].

Pattern recognition These methods perform pattern-matching techniques to predict trends in
time-series, including perceptually important points, template matching, and dynamic tree wrapping
algorithm. The survey [22] provides a detailed review of these methods.



ML models The review in [22] categorizes these models into supervised and unsupervised models.
Supervised learning methods use various ML models such as support vector machines, random forest,
Adaboost, kNN, and eXtreme gradient boosting methods for stock prediction. The unsupervised learning
methods include clustering methods to help in finding correlations among markets [22].

Recently, several studies used deep learning models for modeling financial time-series data con-
sisting of convolutional neural networks, RNNs, attention mechanisms, and generative adversarial
networks (GANs) capable of capturing non-linear and complex data features. The survey [23] provides
a comprehensive review of these models.

GANs are powerful data generation models appropriate for time-series and adjusted for event data
generation. The method in [24] proposes a marked event data generation method using separate
generators and discriminators for each event type and preserves type correlations using a central
discriminator. This method provides synthetic data for downstream tasks. The GAN model of [18]
constructs the correlation graph among stocks using different correlation analysis methods and uses
GCNs to encode interdependent time-series data. The method in [3] captures correlation among stocks
and applies three generative models, including GAN. The survey [4] presents more models of this
category.

The other category of methods uses natural language processing (NLP) to benefit from financial text
data such as financial news and SEC filings. They consist of N-grams and word2vec embeddings as
inputs for prediction models. The survey [22], and paper [16] introduce methods of this category.

6. Correlation Analysis among Financial Data

Financial data can show various correlations across financial products, companies, and markets. These
correlations may be based on deeper links between companies and industries or simply random, lacking
any underlying economic or financial rationale. We aim to identify the relevant and meaningful
correlations within historical financial time-series and use these insights to generate synthetic data.

6.1. Point process approach

Point process models are stochastic processes that successfully model event sequences [25]. They vary
depending on the definition of the conditional intensity function, representing the expected number
of events in a small time interval given the event history. We consider a multi-dimensional Hawkes
(self-exciting) process [26] to model dependencies between various time-series of markets and obtain
the influence graph. We convert financial time-series data to event sequences by defining events as
relatively significant changes in time-series.

Self-exciting process This process represents the triggering effect of event history in the intensity
and occurrence of future events, usually as an exponential exciting kernel (Eq. 1) [26]:

𝜆𝑘(𝑡) = 𝜇𝑘 +
∑︁
𝑖;𝑡𝑖<𝑡

𝑎𝑘𝑖,𝑘 · 𝑒
−𝛽·(𝑡−𝑡𝑖), (1)

where 𝜆𝑘(𝑡) is the intensity of event type 𝑘 at time t, 𝜇𝑘 is the base intensity for even type 𝑘, 𝛽 is the
excitation decay rate and 𝑎𝑘𝑖,𝑘 is the influence parameter between event types of 𝑘𝑖 and 𝑘.

We infer model parameters (𝜇 and influence matrix 𝐴 = (𝑎𝑖,𝑗)) by maximizing the log-likelihood of
events given in Eq. 2 using the expectation-maximization or stochastic gradient descent methods:

ℒ =
∑︁

𝑖:𝑡𝑖<𝑇

log 𝜆𝑘𝑖(𝑡𝑖)−
∫︁ 𝑇

0
𝜆(𝑡)𝑑𝑡, (2)

where [0,𝑇 ] is the time interval of events we consider for correlation analysis, and 𝜆(𝑡) is the sum of
intensities of all event types.



Stocks’ correlation analysis within a given exchange (market) We consider different point
processes for the time-series of stocks and obtain the correlation graph among them by analyzing event
data and inferring the influence matrix of the multi-dimensional process [27]. This matrix reveals the
weighted dependency (influence) graph among different market’ stocks. Due to the ever-changing
dependencies among companies, we can update this graph over time and drive a dynamic dependency.
As a remedy for high dimensional market data, which decreases the accuracy of these models, we can
drive an initial dependency graph by processing various textual data using NLP techniques.

Correlation analysis of internal stock data Despite the expressiveness of point process models,
they are inaccurate in high-dimensional spaces. In correlation analysis of internal stock data (funda-
mental and technical), we can mitigate this problem by leveraging KGs and considering only relations
appearing in the KG.

Formulating intensity function using neural networks In addition to high dimensionality, the
assumption of solid intensity functions such as the formulation in Eq. 1 with predefined triggering
effect (positive and additive effect of history), might not apply to every real scenario with intricate
dependencies. Therefore, several methods benefit from neural networks such as LSTMs in [28] to formu-
late the intensity function of the point process models that capture variable and complex dependencies
and adjust the model for the specific use case. Additionally, the attention mechanism [29], which can
explicitly model the influence of event types, guides in finding the correlation graph.

6.2. Spurious correlations

Every correlation does not represent a causality relationship known as spurious correlation [30]. This
correlation can be a random effect or caused by other hidden variables and, therefore, be spurious [30].
In particular, deep learning models usually result in spurious correlations without enough diverse data
[31]. To mitigate this misinterpretation, we will apply methods to test the correlations.

• Considering other factors in the stock market in correlation analysis, in addition to stocks, as
much as possible.

• Considering long-term correlations among time-series or comparing these correlations in the
long term to test if they are not random.

• Applying null hypothesis for finding significant p-values, such as the method of [32], which
constructs a spurious relationship graph among time-series of stocks using Granger causal relation
test to evaluate causality between time-series and T-test to estimate the p-value.

We aim to prune the initial dependency graph and reduce the dimensionality of point process models by
detecting spurious correlations and driving a more meaningful model based on causality dependencies.

7. Modeling Synthetic Financial time-series

An important input in modeling synthetic time-series is using a correlation graph among stocks, as
presented in Figure 4. The temporal and dependency features of stocks are embedded using this
correlation graph. These features serve as inputs for ML models to generate time-series data. In the
following sections, we propose various types of these models:

Improving event-based models using GNNs and LSTM The correlation graph can be used
directly for generating time-series. However, to enhance the initial point process models for modeling
time-series (that consist of more details than event sequences) and to improve graph weights, we will
add GNN with attention layers [33]. This model can simultaneously encode time-series and correlation
graph structure and obtains graph weights [20] (Figure 4). Then, we will model the synthetic time-series
data using an LSTM given the encoded data [20].



2
4

7

5

6

3

8

1

ML-based
time series
generator

(x11, x12, ....)
(x21, x22, ....)
(x31, x32, ....)

Multi-
dimensional
time-seriesGNNCorrelation

graph
Multi-

dimensional
event data

.

.

Figure 4: Multi-dimensional synthetic time-series model.

Generating synthetic time-series using correlation graphs The other method combines the
correlation graph and GANs to generate interrelated time-series data. We will apply this graph to
embed time-series data, capturing their relationships and providing inputs for the GAN model.

8. Implementation Considerations

Generating extreme volumes of synthetic financial time-series data has unique challenges and require-
ments from both software and hardware perspectives. Here, we outline the most relevant ones.

Scalable data generation The five tools of the Graph-Massivizer platform are being implemented
scalable to generate synthetic time-series data across a distributed system. One strategy employed is task-
level parallelism, which divides the data generation process into small chunks processed simultaneously
across different nodes in the HPC cluster. As a computing framework, Apache Spark provides libraries
and functionalities for parallel processing and data management on large clusters.

Data storage and streaming Managing and storing the produced synthetic data at the petabyte level
requires various solutions, such as compression, third-party storage, and transferring data only when
necessary. Ideally, the synthetic data should remain within the HPC cluster, with financial simulations
and testing conducted in the same environment to minimize data movement.

Parallel processing of data generation and largememory capacity We avail CINECA’s Leonardo
Pre-exascale supercomputer [34] that will allow the parallel processing of synthetic data generation. A
low-latency, high-bandwidth network is in place for communication between compute nodes within
the HPC cluster to facilitate data exchange

Energy consumption monitoring The Graph-Massivizer platform has a dedicated tool called
’Graph-Greenifier’ to monitor and analyze the energy consumption used for generating the synthetic
data time-series.

Data security Even though the underlying historical financial time-series data does not contain
personally identifiable information, its synthetic data can still be commercially sensitive. Therefore,
security measures are necessary to ensure data confidentiality, data integrity, and secure coding practices,
such as strict access control, synthetic data encryption at rest and in transit, and digital signatures of
the synthetic data to ensure its authenticity and prevent tampering and data logging monitoring.

Cost optimization Finally, cost optimization in generating synthetic data is critical to the entire
process. It involves balancing hardware costs, licensing fees, and ongoing maintenance expenses with
the desired performance and scalability. The goal is to offer a more cost-effective solution than real
historical financial data while maintaining competitiveness in pricing.



9. Conclusions

The work presented in this paper, as part of the Graph-Massivizer EU project, is currently at the
halfway point and demonstrates the initial proof-of-concept developments for generating synthetic
data in extreme volumes. The mechanisms and approaches identified here will be further implemented
as a robust workflow within the five tools of the Graph-Massivizer platform. The focus will be on
software implementation, integrating the five tools, and identifying relevant correlations in historical
time-series to enhance the quality of the generated synthetic data. After generating synthetic data
samples, they will be tested using Peracton’s back-testing engine with various investment and trading
financial algorithms. The behavior of these algorithms will be analyzed and compared with their
performance on real historical data to assess differences and similarities. Feedback will be provided to
the Graph-Massivizer platform to fine-tune the quality of the synthetic data further.
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