
Piecewise-constant reflectance spectra, their
autocorrelation, and their application in camera
characterisation
D. Andrew Rowlands1,*, Graham D. Finlayson1

1Colour & Imaging Lab, School of Computing Sciences, University of East Anglia, Norwich, UK

Abstract
We introduce the concept of piecewise-constant reflectance spectra as a tool for modelling autocorrelation
statistics in the context of reflectance and colour-signal spectra. By representing reflectance spectra as piecewise-
constant functions, we show that the corresponding spectral reflectance autocorrelation matrices are very similar
to those found for real datasets and, moreover, we provide a tuning parameter so that the fit is almost perfect. We
apply the idea in the context of camera characterisation and demonstrate that algorithms founded on these new
piecewise-constant reflectances, via their autocorrelation, deliver excellent colour calibration, on par with using
the measured reflectances themselves. The importance of this work is that we can exactly characterise the set
of all piecewise constant reflectances, which is useful because we cannot measure all possible reflectances that
might be encountered in the real world.
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1. Introduction

Piecewise-constant functions have a variety of applications in mathematics and science. For example, it
has recently been shown that the autocorrelation of albedo pixel values found in paths through real
images can be modelled as the autocorrelation of paths through Mondrians [1]. That is, the real paths of
pixel values in images can be smooth (piecewise linear), yet from an autocorrelation perspective can be
modelled as being piecewise constant. An application of this result lies in lightness processing, where
the optimal filter chosen can be formulated as a least-squares fit that depends only on the autocorrelation
matrices [2]. Importantly, we can, by mathematical means, model all possible Mondrians but we cannot
record all possible scenes.

In this paper we transfer the idea of paths in images, by analogy, to the spectral domain where we now
represent reflectances by piecewise-constant functions. In the context of reflectance and colour-signal
spectra, Logvinenko previously used a specific type of piecewise-constant function to model metameric
reflectance spectra [3], but here we introduce the concept of general piecewise-constant spectra as a
tool for modelling autocorrelation statistics.

One important application is device characterisation. Colour devices typically output a set of RGB
values in response to colour stimuli. For a device to be colorimetric, these outputs should be linearly
related to the XYZ tristimulus values of the colour stimuli, which is known as the Luther-Ives condi-
tion [4]. In practice, colour devices are only approximately colorimetric. Nevertheless, techniques such
as least-squares regression can be used to find the transform that best maps device RGB values to XYZ.
A common approach is to determine the best 3×3 matrix, which is known as a device characterisation
or colour correction matrix [5]. Significantly, the regression depends only upon the autocorrelation
statistics of the reflectance and illumination spectra.

In the case of a camera, the device RGBs of interest are the linear raw RGBs. There are two main
approaches to determining the matrix transform, both of which are described in the ISO 17321 stan-
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𝑚 The number of wavelengths in the sampled spectra, e.g. 𝑚 = 301 when sampling between
400-700 nm at 1 nm intervals.

𝑛 The number of reflectance spectra in a dataset.

R 3 ×𝑚 matrix containing the camera spectral responsivities. Each row is a colour channel.

X 3 ×𝑚 matrix containing the 𝑥(𝜆), 𝑦(𝜆), 𝑧(𝜆) colour-matching functions.

𝑆 𝑛 × 𝑚 matrix, where each row is a reflectance spectrum and each column is a particular
wavelength.

𝐸 𝑚 × 𝑚 diagonal matrix containing the illuminant.

𝐶 𝑛 ×𝑚 colour-signal matrix defined by 𝐶 = 𝑆𝐸.

𝑃 𝑛 × 3 matrix where each row is a triplet of XYZ tristimulus values.

𝑄 𝑛 × 3 matrix where each row is a triplet of linear raw RGB values.

𝐴 3 × 3 camera characterisation matrix.

Table 1

dard [6]. One approach is to photograph a chart of colour patches under specified illumination. The
disadvantage is that only a relatively small number of reflectance spectra can be selectively included
in the optimisation, and an experimental set-up is needed for the illumination. However, an alter-
native computational/statistical approach can be taken provided we have knowledge of the camera
spectral responsivities (camera response functions). If these are known, then an infinite set of spectra
can be included in the optimisation. The power of this approach is that desirable characteristics can
be imposed on the set of spectra that could, for example, be related to assumed real-world condi-
tions [7, 8, 9, 10, 11, 12, 13].

It is the above statistical approach that we address in this paper as a first application of our piecewise-
constant reflectance spectra. Below, we complete this introduction by summarising the statistical
approach and describing existing methods such as Maximum Ignorance [7], Maximum Ignorance with
Positivity [8], and Minimal Knowledge [11]. In the Method section we introduce a statistical model
for our piecewise-constant spectra and derive an expression for the autocorrelation matrix. A key
property of our method is that the autocorrelation matrix models an infinite amount of spectra that
adhere to our model assumptions. In the Results section, we tune our model and evaluate the colour
characterisation performance in relation to that obtained using real spectral reflectance datasets. We
show that the autocorrelation matrix of the spectral reflectance datasets often used in colour science
can be represented by that of piecewise-constant spectra.

1.1. Summary: Least-squares camera characterisation (statistical method)

Given the notation listed in Table 1, let us assume that we have a set of 𝑛 colour-calibration reflectance
spectra contained in an 𝑛 ×𝑚 matrix 𝑆, where each of the 𝑚 columns represents a wavelength sample
in the spectral passband. Under an illuminant, which mathematically we model by an 𝑚 ×𝑚 diagonal
matrix 𝐸 where the power per wavelength is on the matrix diagonal, the human observer responses
are proportional to the following 𝑛 × 3 matrix of responses,

𝑃 ∝ 𝐶 X⊤, (1)

where X is the 3 ×𝑚 matrix containing the elements of the CIE colour-matching functions. The ⊤
symbol denotes the matrix transpose. Each of the 𝑛 rows of 𝑃 are a triplet of XYZ values.

Analogously, the camera response to the same set of reflectance spectra under the illuminant 𝐸 is
proportional to the 𝑛 × 3 matrix

𝑄 ∝ 𝐶 R⊤, (2)

where R is a 3×𝑚 matrix recording the camera spectral responsivities. Each of the 𝑛 rows of 𝑄 are a
triplet of linear raw RGB values.



The goal of camera characterisation, sometimes referred to as colour correction, is to find a 3 ×
3 matrix 𝐴 that best maps the 𝑛 rows of linear RGB values to the 𝑛 rows of XYZ values under the
characterisation illuminant,

𝑄𝐴 ≈ 𝑃. (3)

The least-squares solution is given by

𝐴 = (𝑄⊤𝑄)−1𝑄⊤𝑃. (4)

Substituting Eqs. (1) and (2) into the above yields

𝐴 =
(︁
R 𝐶⊤𝐶 R⊤

)︁−1
R 𝐶⊤𝐶 X⊤. (5)

If a single fixed illuminant is used for all the data, the equation 𝐶 = 𝑆𝐸 can be used to separate out the
illuminant,

𝐶⊤𝐶 = (𝑆𝐸)⊤𝑆𝐸 = 𝐸⊤(𝑆⊤𝑆)𝐸 = 𝐸(𝑆⊤𝑆)𝐸, (6)

where the final step utilises the fact that 𝐸 is diagonal. Substituting into Eq. (5) yields the following
final result,

𝐴 =
(︁
R𝐸 (𝑆⊤𝑆)𝐸 R⊤

)︁−1
R𝐸 (𝑆⊤𝑆)𝐸 X⊤. (7)

The absolute values of the entries in 𝐴 will depend upon the values of the constants of proportionality
appearing in Eqs. (1) and (2), however for practical applications 𝐴 needs to be normalised. For example,
a single scaling factor can be applied so that the maximum raw value in the green channel, G = 1, maps
to Y = 1 for a white patch under the characterisation illuminant [14].

1.2. Autocorrelation

From Eq. (7), it can be seen that the matrix 𝑆 that contains the reflectance spectra only appears
in the form of its 𝑚 × 𝑚 inner product or autocorrelation matrix, 𝑆⊤𝑆. Rather than describe the
individual reflectance spectra themselves, 𝑆⊤𝑆 describes how statistically correlated they are at different
wavelengths. Its matrix elements are defined by[︁

𝑆⊤𝑆
]︁
𝑖𝑗
= 𝜎𝑖𝑗 + 𝜇𝑖 · 𝜇𝑗 , (8)

where 𝜎𝑖𝑗 is the autocovariance between the spectra at wavelengths 𝑖 and 𝑗, and 𝜇𝑖 is the mean of the
spectra at wavelength 𝑖 [11]. Here autocorrelation has been defined to include normalisation by the
number of reflectance spectra, 𝑛.

The autocovariance can also be written in terms of Pearson’s correlation coefficients, 𝜌𝑖𝑗 , as follows,

𝜎𝑖𝑗 = 𝜌𝑖𝑗 · 𝜎𝑖 · 𝜎𝑗 , (9)

where 𝜎𝑖 is the standard deviation of the spectra at wavelength 𝑖. These coefficients can be interpreted
as the autocovariance normalised with respect to the standard deviations, and so the correlation matrix,
𝜌, has the following form,

𝜌 =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

1 𝜎12
𝜎1𝜎2

· · · 𝜎1𝑚
𝜎1𝜎𝑚

𝜎21
𝜎2𝜎1

1
...

...
. . .

𝜎𝑚1
𝜎𝑚𝜎1

· · · 1

⎤⎥⎥⎥⎥⎥⎥⎥⎦
. (10)

As mentioned in the introduction, it has been argued that we might define these matrices by appealing
to mathematical and physical arguments rather than by calculating them from a single representative
spectral dataset. The advantage of this theoretical approach is that an infinite set of spectral data can
be modelled [7, 13].



Figure 1: (a) Autocorrelation matrix for Maximum Ignorance with positivity (MIP). (b) Autocorrelation matrix
for Minimal Knowledge (MK) with 𝛼 = 50.

1.3. Maximum Ignorance (MI)

In order to populate the autocorrelation matrix, the simplest assumption is Maximum Ignorance (MI) [7],
which assumes that an infinite set of reflectance spectra are created by a random process, are equally
likely, uncorrelated, and bounded between -1 and 1 [8]. In this case, the characterisation matrix 𝐴 turns
out simply to be the linear combination of the camera response functions that lie closest (in terms of
minimising error) to the 𝑥(𝜆), 𝑦(𝜆), 𝑧(𝜆) colour-matching functions [7, 8].

For a uniform probability distribution in the range [−1, 1], the mean 𝜇 = 0 and variance 𝜎2 = 1/2.
Since 𝜌𝑖𝑗 = 0 for �̸�=𝑗, this leads to an autocorrelation matrix with value 1/2 along the main diagonal
and 0 everywhere else.

1.4. Maximum Ignorance with Positivity (MIP)

Maximum Ignorance with Positivity (MIP) [8] enforces the condition that only positive (i.e. physically
realisable) powers are included. This leads to better results and a more accurate white calibration [12].
For a uniform probability distribution in the range [0, 1], the mean 𝜇 = 1/2 and the variance 𝜎2 = 1/12,
and so the autocorrelation matrix has values of 1/3 on the diagonal and 1/4 elsewhere. This is illustrated
in Fig. 1(a).

Note that MI and MIP have traditionally been applied to colour signal spectra [7, 8], which include
the illumination. In other words, the MI and MIP assumptions have been applied to the colour signal
autocorrelation matrix 𝐶⊤𝐶 , in which case the resulting characterisation matrix 𝐴 will be illumination
independent. However, by separating out a fixed illuminant using Eq. (6), MI and MIP can be applied
only to the reflectance spectra, in which case 𝐴 will be illumination dependent.

The autocorrelation matrices for both the MI and MIP assumptions are examples of Toeplitz matri-
ces [15], where elements along a given matrix diagonal take the same value. A “diagonal” could be
the main diagonal with the elements 𝜌1,1, 𝜌2,2, · · · 𝜌𝑚,𝑚 or it could, for example, be 𝜌𝑘,1, 𝜌𝑘+1,2, . . . ,
𝜌𝑚,𝑚−𝑘+1. In this paper, all Toeplitz matrices are symmetric and so corresponding diagonals each side
of the main diagonal are identical.

1.5. Minimal Knowledge (MK)

It has been argued that real-world reflectance spectra tend to have certain smoothness properties and
hence are not completely uncorrelated [11]. The Minimal Knowledge (MK) [11] model by Viggiano
includes short-range correlations between the reflectance spectra, 𝜌𝑖𝑗 > 0 for �̸�=𝑗, that only depend
upon the magnitude of the difference between wavelengths rather than their location in the spectral
passband. For example, the difference between spectral reflectance at 500 and 510 nm is likely to



Figure 2: (a) Autocorrelation matrix for the object170 dataset [16]. (b) Pearson correlation matrix defined by
Eq. (10) for the same dataset.

be lower than that between 500 and 600 nm on the average, and the difference between the spectral
reflectance at say 500 and 530 nm will be the same as that between 550 and 580 nm on the average.
These statements are equivalent to an assumption of shift invariance in terms of spectral correlation.

For a uniform probability distribution, the off-diagonal elements of 𝑆⊤𝑆 will not necessarily be 1/4,
but will in general fall between 1/3 and 1/4, depending on the strength of the correlation [11]. However,
𝑆⊤𝑆 remains symmetric Toeplitz so that elements along the same diagonal again take the same value.
Stronger correlation implies that the matrix elements will require a longer separation from the matrix
main diagonal before dropping to their minimum value of 1/4.

MK arbitrarily uses the following Cauchy form for the Pearson correlation matrix elements,

𝜌𝑖𝑗 =
𝛼2

𝛼2 + (𝜆𝑖 − 𝜆𝑗)
2 , (11)

where 𝛼 is an adjustable parameter that controls the wavelength interval at which 𝜌𝑖𝑗 drops from 1 to
1/2 [11]. This can be substituted into Eqs. (8) and (9) to obtain the autocorrelation matrix, 𝑆⊤𝑆, under
the MK assumptions. For a constant mean 𝜇 = 1/2 and variance 𝜎2 = 1/12, this will also be a Toeplitz
matrix, [︁

𝑆⊤𝑆
]︁
𝑖𝑗
=

1

4
+

1

12

(︃
𝛼2

𝛼2 + (𝜆𝑖 − 𝜆𝑗)
2

)︃
. (12)

An example is illustrated in Fig. 1(b).

1.6. Normalised illumination

Finlayson and Paul [12] observed that the autocorrelation matrix for real spectral reflectance datasets
is not actually Toeplitz in general. For example, Fig. 2(a) shows the autocorrelation matrix for the
object170 dataset, which is the set of 170 object reflectances measured by Vrhel et al. [16], the dataset
used by Viggiano in the original MK publication [11]. Although the MK autocorrelation matrix with a
suitable choice of 𝛼 is clearly closer to the real matrix than both the MI and MIP matrices are, the real
matrix clearly has higher autocorrelation at higher wavelengths, which is not seen in the Toeplitz MK
structure. This was not revealed in Ref. [11].

However, Finlayson and Paul [12] showed that if we calculate the Pearson correlation matrix defined
by Eq. (10) for the real dataset as shown in Fig. 2(b), this does indeed turn out to look much more like
a Toeplitz matrix [12]. In other words, the MK assumption is valid if we think in terms of Pearson
correlation. This can be attributed to the fact that MK assumes the mean and standard deviation terms
appearing in Eq. (8), 𝜇𝑖 and 𝜎𝑖, to be constants, but this is clearly not true for real data.



In a future publication, we intend to develop a model that allows 𝜇𝑖 and 𝜎𝑖 to vary as a function of
wavelength, as this would enable the height of the autocorrelation matrix to increase as the wavelength
increases [17]. However, an alternative way forward, which was the approach adopted by Finlayson
and Paul [12] and is also the approach we will adopt in this paper, is to apply the MK assumptions only
to the Pearson correlation matrix. Moreover, the conversion of autocorrelation matrix for real data into
its corresponding Pearson correlation matrix has a physical interpretation. Since real datasets, such as
that shown in Fig. 2(a), have higher autocorrelation in the longer wavelengths, if we illuminate the
reflectance spectra with a bluish light, this dampens down the autocorrelation and, in effect, transforms
the data to be more Toeplitz. A slightly modified version of this process can be expressed as follows,

𝐹 (𝑆⊤𝑆 − 𝑛𝜇⊤𝜇)𝐹 = 𝜌, (13)

where 𝜇 is the 1 ×𝑚 vector containing the mean reflectance spectrum, and 𝐹 denotes the blueish light
as a diagonal matrix with elements defined by

𝐹𝑖 =
1

𝜎𝑖
. (14)

Consequently, the characterisation matrix described by Eq. (7) can be rewritten as

𝐴 =

(︂
R
𝐸

𝐹

(︁
𝜌+ 𝐹 (𝑛𝜇⊤𝜇)𝐹

)︁ 𝐸

𝐹
R⊤
)︂−1

R
𝐸

𝐹

(︁
𝜌+ 𝐹 (𝑛𝜇⊤𝜇)𝐹

)︁ 𝐸

𝐹
X⊤. (15)

(Note that Finlayson and Paul [12] set 𝜇 to be zero in their calculations by including −𝑆 in the set of
reflectance spectra). In other words, if we wish to calculate a camera characterisation matrix optimised
for an illuminant denoted 𝐸 such as D65, then we can apply the MK assumptions to the Pearson
correlation matrix, 𝜌, instead of 𝑆⊤𝑆 provided we use a normalised illuminant 𝐸/𝐹 . This is significant
because 𝜌 for real data is approximately Toeplitz, as illustrated in Fig. 2(b), and so the MK assumptions
now hold.

2. Method

MK has been shown to give improved results compared to MIP [11], particularly when using normalised
illumination [12]. Nevertheless, one unsatisfactory aspect is the arbitrary manner in which correlation
is included via Eq. (11). For example, the Cauchy function does not have any obvious physical basis,
and correlation cannot be greater than 1/2 for the maximum wavelength difference of 300 nm. Indeed,
the actual spectra that would lead to correlation with this functional form remain unspecified.

As mentioned in the introduction, it was recently shown that the autocorrelation of albedo pixel
values found in paths (scan lines) through real image datasets can be modelled as the autocorrelation of
paths through Mondrian images [1]. This means that in terms of autocorrelation, real paths, which are
generally smooth (piecewise linear), can actually be modelled as being piecewise constant. The degree
of correlation, which is measured by the expected length of the piecewise-constant regions, can be
related to the degree of correlation in real image datasets.

In order to transfer the above idea to the spectral domain, let 𝑚 be the number of wavelengths in
the sampled reflectance spectra. For example, 𝑚 = 301 if the spectral passband is taken to be between
400-700 nm and sampled at 1 nm intervals. Let 𝑠(𝜆𝑖) denote the spectral reflectance value at wavelength
sample 𝑖. In this example, these can take the following values,

𝜆𝑖 = 399 + 𝑖, 𝑖 = 1, 2 · · · 301. (16)

Let us normalise all reflectance spectra to the range [𝑎, 𝑏],

𝑎 ≤ 𝑠(𝜆𝑖) ≤ 𝑏. (17)



Figure 3: (upper) Example random spectral reflectance with 𝛽 = 0.6, which corresponds to an expected step
length ⟨𝐿⟩ = 2.5 nm according to Eq. (28). (lower) Example random spectral reflectance with 𝛽 = 0.95, which
corresponds to an expected step length ⟨𝐿⟩ = 20 nm.

In order to generate an infinite set of piecewise-constant reflectance spectra, we introduce the following
construction.

Let 𝑠(𝜆1) take a random value in the range [𝑎, 𝑏] according to a specified probability density function,
𝑝(𝑠). Now let us build in correlation between adjacent samples by imposing the condition that the
probability 𝑠(𝜆2) (where 𝜆2 is the subsequent wavelength) takes the same value as 𝑠(𝜆1) be 𝛽,

𝑝 (𝑠(𝜆2) = 𝑠(𝜆1)) = 𝛽, (18)

where
0 ≤ 𝛽 ≤ 1. (19)

(Here we use 𝛽 rather than 𝛼 as used in Ref. [1] in order to avoid confusion with the 𝛼 used by Viggiano
in Eq. (10)). The probability that 𝑠(𝜆2) takes a different value to 𝑠(𝜆1) (drawn from the range [𝑎, 𝑏]
according to the probability density function 𝑝(𝑠)) is given by

𝑝 (𝑠(𝜆2) ̸= 𝑠(𝜆1)) = 1− 𝛽. (20)

Clearly, Eq. (18) describes a “step” (of length two samples), whereas Eq. (20) describes a “jump”. Repeating
the above process at all wavelength samples in the range specified by Eq. (16) defines an algorithm that
can be implemented numerically in order to randomly generate as many reflectance spectra as desired.
The degree of correlation between reflectance values at different wavelength samples will depend upon
the value assigned to 𝛽. (This will affect the expected or average value for the step length, which will be
discussed further below). Figure 3 shows examples of randomly generated piecewise constant spectral
reflectances for two different 𝛽 values.

In order to derive a closed-form expression for the spectral reflectance autocorrelation matrix elements,
consider the process described above in the context of two general samples 𝜆𝑖 and 𝜆𝑗 . The probability
that 𝑠(𝜆𝑘) will be the same as 𝑠(𝜆𝑖) for all |𝑖| < 𝑘 ≤ |𝑗|, i.e. we have a step of length |𝑗 − 𝑖| samples, is
given by

𝑝 (𝑠(𝜆𝑘) = 𝑠(𝜆𝑖), |𝑖| < 𝑘 ≤ |𝑗|) = 𝛽|𝑗−𝑖|. (21)

The probability that 𝑠(𝜆𝑗) is different to 𝑠(𝜆𝑖) is necessarily

𝑝 (𝑠(𝜆𝑗) ̸= 𝑠(𝜆𝑖)) = 1− 𝛽|𝑗−𝑖|. (22)



Figure 4: Relative spectral responsivities for each channel of the Nikon D700 camera. Data from Ref. [18]
interpolated to 1 nm increments.

By using Eqs. (21) and (22), the matrix elements of the spectral reflectance autocorrelation matrix can
be analytically expressed as follows,[︁

𝑆⊤𝑆
]︁
𝑖𝑗
= 𝛽|𝑗−𝑖|

∫︁ 𝑏

𝑎
𝑝(𝑠) 𝑠2𝑖 𝑑𝑠 +

(︁
1− 𝛽|𝑗−𝑖|

)︁∫︁ 𝑏

𝑎
𝑝(𝑠)𝑠𝑖 𝑑𝑠

∫︁ 𝑏

𝑎
𝑝(𝑠)𝑠𝑗 𝑑𝑠. (23)

For a uniform probability distribution, the probability density function is given by

𝑝(𝑠) =
1

𝑏− 𝑎
, (24)

with mean 𝜇𝑖 = (𝑎+𝑏)/2. Substituting into Eq. (23) and performing the integration leads to the following
result, [︁

𝑆⊤𝑆
]︁
𝑖𝑗
=

𝑎2 + 𝑎𝑏+ 𝑏2

3
𝛽|𝑗−𝑖| +

(𝑎+ 𝑏)2

4

(︁
1− 𝛽|𝑗−𝑖|

)︁
. (25)

If [𝑎, 𝑏] = [0, 1], then [︁
𝑆⊤𝑆

]︁
𝑖𝑗
=

1

3
𝛽|𝑗−𝑖| +

1

4

(︁
1− 𝛽|𝑗−𝑖|

)︁
. (26)

Note that 𝛽|𝑗−𝑖| = 1 if 𝛽 = 0 and 𝑗 = 𝑖. If 𝑁 piecewise-constant reflectance spectra are generated according
to the above prescription, the autocorrelation matrix calculated numerically rapidly converges towards
this closed-form solution as 𝑁 increases.

It is possible to derive an expression for the expected step length (denoted here as ⟨𝐿⟩) in terms of
𝛽. To proceed, consider a randomly generated reflectance value, 𝑠(𝜆𝑖), at wavelength sample 𝜆𝑖. The
probability that this reflectance is not extended to a longer step is 1− 𝛽, in which case ⟨𝐿⟩ = 1. The
probability that this reflectance value is only extended by one wavelength sample is 𝛽(1− 𝛽), in which
case ⟨𝐿⟩ = 2. Continuing this argument, if 𝑠(𝜆𝑗) is located 𝑘 wavelength samples away from 𝑖, the
probability that 𝑠(𝜆𝑖) is extended to a step with total length ⟨𝐿⟩ = 𝑘 is 𝛽𝑘−1(1− 𝛽) if 𝑘 < 𝑝 and 𝛽𝑘−1

if 𝑘 = 𝑝. Therefore

⟨𝐿⟩ =

(︃
(1− 𝛽)

𝑝−1∑︁
𝑘=1

𝑘𝛽𝑘−1

)︃
+ 𝑝𝛽 𝑝−1 =

1− 𝛽𝑝

1− 𝛽
. (27)

Finite step lengths are obtained provided that 0 ≤ 𝛽 < 1, in which case taking the limit 𝑝 → ∞ yields
the following result,

⟨𝐿⟩ = 1

1− 𝛽
. (28)

In our calculations, we use Eqs. (25) and (28) in place of Eq. (12). We also use normalised illumination.



Figure 5: (a) Pearson correlation matrix for the 170 objects dataset [16]. (b) Closest Toeplitz matrix using the
piecewise-constant reflectance spectra model.

3. Results

For our experiments we used four publicly available spectral reflectance datasets, namely the 170
objects [16], the 1995 compiled surfaces [19], the 1269 matt Munsell chips at 1 nm increments [20],
and the 1056 Forest colours (birch, pine, and spruce combined) [21]. All data was restricted to the
400-700 nm range (so that 𝑚 = 301) and interpolated to 1 nm increments.

In order to generate a set of reference XYZ tristimulus values, 𝑃 , for each of the four cases above via
Eq. (1), we used the 1931 CIE 𝑥(𝜆), 𝑦(𝜆), 𝑧(𝜆) colour-matching functions and D65 illumination. In order
to generate the corresponding linear RGB values, 𝑄, via Eq. (2), we used the spectral responsivities for
the Nikon D700 camera illustrated in Fig. 4 that were obtained by Jiang et al. [18]. Again, all data was
restricted to the 400-700 nm range and interpolated to 1 nm increments. Furthermore, the XYZ values
contained in 𝑃 were normalised so that the maximum luminance was set to 𝑌 = 1, and the linear RGB
values contained in 𝑄 were similarly normalised to a maximum value of unity.

The above data was used to calculate a camera characterisation matrix 𝐴, optimised for D65 illumi-
nation, via Eq. (7). When applied to the same set of linear RGB values above, this matrix will yield a
set of approximate XYZ values. We compared these with the reference XYZ values by calculating the
colour error Δ𝐸 in the CIELAB (1976) colour space. The second column of Table 2 lists the mean error
for each dataset, which represents the best possible colour characterisation for each set of reflectance
spectra using the standard least-squares (LS) method.

Dataset LS Toeplitz/norm MK (𝛼 = 100) MIP

(1) 170 Natural objects [16] 2.0357 2.5958 3.5328 3.2860

(2) 1995 Reflectances [19] 2.0743 2.1689 2.4696 2.7367

(3) 1269 Munsell (matt) [20] 1.5303 1.6007 1.7124 2.3000

(4) Forest (combined) [21] 0.2197 0.4793 2.7566 1.1638

Table 2

We then sought to tune our model based on piecewise-constant reflectance spectra to obtain the
best possible colour calibration results for each of the four cases above. This was achieved by using
Eq. (26), which is a Toeplitz matrix, to model the Pearson correlation matrix. Rather than adjust the
probability distribution and the limits [𝑎, 𝑏], we applied scale and offset parameters to Eq. (26) instead.
For example, Fig. 5(a) shows the Pearson correlation matrix for the 170 objects dataset, and Fig. 5(b)
shows the closest (in a least-squares sense) Toeplitz matrix based on piecewise-constant spectra. For
a more detailed comparison, Fig. 6 shows the cross-section along the main diagonal of the Pearson



Figure 6: Cross-section of the Pearson correlation matrix (blue curve) of Fig. 5(a) in relation to the closest
correlation matrix based on piecewise-constant spectra (red curve) shown in Fig. 5(b).

correlation matrix in relation to the closest Toeplitz matrix. For each of the four spectral reflectance
datasets, the closest Toeplitz matrix, along with normalised illumination, was then used to calculate
the camera characterisation matrix, 𝐴, via Eq. (15), again for D65 illumination. In each case, this was
applied to the linear RGB values to determine the set of approximate XYZ values, and again these were
compared with the reference values.

The third column of Table 2 shows the mean colour error for each dataset using our Toeplitz
approximation with normalised illumination (Toeplitz/norm). The values of 𝛽 and corresponding
expected step length, respectively, used to obtain the fit in each case were as follows: (1) 𝛽 = 0.996, ⟨𝐿⟩
= 250 nm, (2) 𝛽 = 0.994, ⟨𝐿⟩ = 167 nm, (3) 𝛽 = 0.992, ⟨𝐿⟩ = 125 nm, and (4) 𝛽 = 0.998, ⟨𝐿⟩ = 500 nm.
We can see that the performance remains very good, almost as good as the reference LS results. The
fourth and final columns show the results using the standard implementation of MK (with the 𝛼 tuning
parameter set to a representative value of 𝛼 = 100) and MIP, respectively.

4. Conclusion

We have introduced the concept of general piecewise-constant spectra as a tool for evaluating autocorre-
lation statistics in the context of colour signals. As an application, we looked at the statistical method for
camera characterisation and determined the best possible colour calibration using piecewise-constant
spectra for four real-world spectral reflectance datasets. Performance was found to be nearly as good
as using the real reflectance datasets themselves. As a future investigation, we could determine an
autocorrelation matrix determined from piecewise-constant reflectance spectra that gives the best
overall performance for a wide range of real-world conditions.

Acknowledgments

This study was funded by the University of East Anglia and EPSRC grant EP/S028730/1.

References

[1] D. A. Rowlands, G. D. Finlayson, Mondrian representation of real world image statistics, in: Proc.
London Imaging Meeting, 2023, pp. 45–49. doi:10.2352/lim.2023.4.1.11.

[2] D. A. Rowlands, G. D. Finlayson, First-principles approach to image lightness processing, in: Proc.
31st Color Imaging Conference, 2023, pp. 115–121. doi:10.2352/CIC.2023.31.1.22.

http://dx.doi.org/10.2352/lim.2023.4.1.11
http://dx.doi.org/10.2352/CIC.2023.31.1.22


[3] A. D. Logvinenko, An object-color space, Journal of Vision 9 (2009) 1–23. doi:10.1167/9.11.5.
[4] P. C. Hung, Sensitivity metamerism index for digital still camera, in: Proc. SPIE; Color Science

and Imaging Technologies, volume 4922, 2002, pp. 1–14. doi:10.1117/12.483116.
[5] K. E. Spaulding, R. M. Vogel, J. R. Szczepanski, Method and apparatus for color correcting multi-

channel signals of a digital camera, U.S. Patent US5805213A, 1998.
[6] International Organization for Standardization, Graphic technology and photography — colour

characterisation of digital still cameras (DSCs) — part 1: Stimuli, metrology and test procedures,
ISO 17321-1, 2012.

[7] P. L. Vora, H. J. Trussell, Measure of goodness of a set of color-scanning filters, J. Opt. Soc. Amer.
A 10 (1993) 1449–1508. doi:10.1364/JOSAA.10.001499.

[8] G. D. Finlayson, M. S. Drew, The maximum ignorance assumption with positivity, in: Proc.
IS&T/SID Fourth Color Imaging Conference: Color Science, Systems and Applications, 1996, pp.
202–205. doi:10.2352/CIC.1996.4.1.art00052.

[9] G. D. Finlayson, M. S. Drew, White-point preserving color correction, in: Proc. IS&T/SID
Fifth Color Imaging Conference: Color Science, Systems and Applications, 1997, pp. 258–261.
doi:10.2352/CIC.1997.5.1.art00051.

[10] G. D. Finlayson, M. S. Drew, White-point preservation enforces positivity, in: Proc. IS&T/SID
Sixth Color Imaging Conference: Color Science, Systems and Applications, 1998, pp. 47–52.
doi:10.2352/CIC.1998.6.1.art00010.

[11] J. A. S. Viggiano, Minimal-knowledge assumptions in digital still camera characterization i:
Uniform distribution, Toeplitz correlation, in: Proc. IS&T/SID 9th Color Imaging Conference:
Color Science and Engineering: Systems, Technologies, Applications, 2001, pp. 332–336.

[12] G. D. Finlayson, J. Paul, Minimal knowledge versus the real world, in: Proc. IS&T/SID Tenth Color
Imaging Conference: Color Science, Systems and Applications, 2002, pp. 133–138. doi:10.2352/
CIC.2002.10.1.art00026.

[13] G. D. Finlayson, J. Vazquez-Corral, F. Fang, The discrete cosine maximum ignorance assumption, in:
Proc. IS&T 29th Color and Imaging Conference, 2021, pp. 14–18. doi:10.2352/issn.2169-2629.
2021.29.13.

[14] D. A. Rowlands, Color conversion matrices in digital cameras: a tutorial, Opt. Eng. 59 (2020)
110801. doi:10.1117/1.OE.59.11.110801.

[15] M. Dow, Explicit inverses of Toeplitz and associated matrices, ANZIAM J. 44 (2003) E185–E215.
doi:10.21914/anziamj.v44i0.493.

[16] M. J. Vrhel, R. Gershon, L. S. Iwan, Measurement and analysis of object reflectance spectra, Color
Research and Application 19 (1994) 4–9. doi:10.1111/j.1520-6378.1994.tb00053.x.

[17] J. A. S. Viggiano, Minimal-knowledge assumptions in digital still camera characterization ii:
Non-uniform distribution, in: Proc. IS&T PICS Conference, 2003, pp. 435–440.

[18] J. Jiang, D. Liu, J. Gu, S. Susstrunk, What is the space of spectral sensitivity functions for digital
color cameras?, in: IEEE Workshop on the Applications of Computer Vision (WACV), 2013, pp.
168—-179. doi:10.1109/WACV.2013.6475015.

[19] K. Barnard, L. Martin, B. Funt, A. Coath, A data set for colour research, Color Research and
Application 27 (2002) 147–151. doi:10.1002/col.10049.

[20] R. Lenz, M. Osterberg, J. Hiltunen, T. Jaaskelainen, J. Parkkinen, Unsupervised filtering of color
spectra, J. Opt. Soc. Am. A 13 (1996) 1315–1324. doi:10.1364/JOSAA.13.001315.

[21] T. Jaaskelainen, R. Silvennoinen, J. Hiltunen, J. P. S. Parkkinen, Classification of the reflectance
spectra of pine, spruce, and birch, Applied Optics 33 (1994) 2356–2362. doi:doi.org/10.1364/
AO.33.002356.

http://dx.doi.org/10.1167/9.11.5
http://dx.doi.org/10.1117/12.483116
http://dx.doi.org/10.1364/JOSAA.10.001499
http://dx.doi.org/10.2352/CIC.1996.4.1.art00052
http://dx.doi.org/10.2352/CIC.1997.5.1.art00051
http://dx.doi.org/10.2352/CIC.1998.6.1.art00010
http://dx.doi.org/10.2352/CIC.2002.10.1.art00026
http://dx.doi.org/10.2352/CIC.2002.10.1.art00026
http://dx.doi.org/10.2352/issn.2169-2629.2021.29.13
http://dx.doi.org/10.2352/issn.2169-2629.2021.29.13
http://dx.doi.org/10.1117/1.OE.59.11.110801
http://dx.doi.org/10.21914/anziamj.v44i0.493
http://dx.doi.org/10.1111/j.1520-6378.1994.tb00053.x
http://dx.doi.org/10.1109/WACV.2013.6475015
http://dx.doi.org/10.1002/col.10049
http://dx.doi.org/10.1364/JOSAA.13.001315
http://dx.doi.org/doi.org/10.1364/AO.33.002356
http://dx.doi.org/doi.org/10.1364/AO.33.002356

	1 Introduction
	1.1 Summary: Least-squares camera characterisation (statistical method)
	1.2 Autocorrelation
	1.3 Maximum Ignorance (MI)
	1.4 Maximum Ignorance with Positivity (MIP)
	1.5 Minimal Knowledge (MK)
	1.6 Normalised illumination

	2 Method
	3 Results
	4 Conclusion

