
Selecting Adequate Machine Learning Methods for
Human-Computer Interaction Data Sets:
Guidelines and a Conceptual Structure
Anna C. Weigand1,2,*

1University of Seville, Spain
2University of Applied Sciences Emden/Leer, Germany

Abstract
Data sets in human-computer interaction (HCI) research vary widely in their characteristics. Due to the
methods of data collection, such as usability testing and interviews, HCI data sets are usually smaller
than big data sets, such as those of social media and image processing. However, HCI data sets can also be
complex and multi-dimensional, which makes pattern recognition difficult. Therefore, we investigate the
impact factors and parameters to consider when applying machine learning (ML) methods to HCI data
sets. Through iterative structured and unstructured expert interviews and machine learning experiments,
we identify impact factors and parameters that lead to a conceptual structure. Overall, our aim is to
deduce and provide decision-making support for selecting an adequate ML method for HCI data sets.
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1. Motivation

In the research field of human-computer interaction (HCI) [1], a wide variety of HCI data
sets is available. Methods of data collection include usability tests, interviews, focus groups,
and surveys [2]. Data can also be extracted from large-scale user studies [3, 4], eye-tracking
experiments [5], and web tracking [6].

Although all of these data sets are HCI data sets, they have varying characteristics [3, 5, 7, 8].
The most apparent one is data set volume, which tends to be small in HCI research (in contrast
to big data sets from, e.g., social media) and typically includes only about 200 data points [9, 10].
In addition, data are collected in a variety of contexts with varying goals or purposes [11]. Data
are also generated by different users, which can lead to biases [12] and variances [8], e.g., due
to imbalanced data sets. Furthermore, since HCI data is primarily collected from and about
users, it must be handled with care, both in terms of management and outcomes. Nevertheless,
HCI data sets seem to be influenced by similar impact factors, such as the individuals who are
the basis for data gathering (e.g., in terms of participation in interviews or usability tests) or
regulations concerning data privacy. Some of these factors arise from certain standards, such

CAiSE 2024 Doctoral Consortium
*supervised by Maria José Escalona Cuaresma and Maria Rauschenberger
$ anna.weigand@hs-emden-leer.de (A. C. Weigand)
� 0000-0003-2674-0640 (A. C. Weigand)

© 2024 Copyright for this paper by its authors. Use permitted under Creative Commons License Attribution 4.0 International (CC BY 4.0).

CEUR
Workshop
Proceedings

ceur-ws.org
ISSN 1613-0073

mailto:anna.weigand@hs-emden-leer.de
https://orcid.org/0000-0003-2674-0640
https://creativecommons.org/licenses/by/4.0


as those provided by the human-centered design (HCD) process model as per ISO standard
9241-220 [13].

As HCI data are not necessarily big data but can be complex and multi-dimensional regardless
of size, patterns may not be detected by standard data analysis methods, as illustrated by the
Kano categorization of about 400 participants’ survey answers [3]. Therefore, machine learning
(ML) can help researchers extract further insights from highly qualitative HCI data with less
manual effort and perhaps better results.

The role of ML in HCI research has already been discussed in the literature. However, a survey
showed that the application of ML to HCI data sets is challenging and that appropriate process
models are needed to proceed adequately [14]. Another study summarized some pitfalls to avoid
when using ML for HCI research data, such as "classification accuracy is not hypothesis testing"
and "causality versus correlation" [15]. Furthermore, according to the authors, referencing
classifiers’ baseline performance ensures the transparency of the results.

However, to the best of our knowledge, applying ML to HCI data sets has not yet been
systematically investigated. This raises the fundamental question: How can one select an
adequate approach and ML methods for HCI data sets? To answer this research question, we
build on our research approach described below.

2. Research Approach

As a basis for our research, we use the design science research methodology (DSRM) [16].
Figure 1 shows the particular steps of the DSRM as well as the related goals to be achieved.

First, we identify the problem through a literature review [10]. We then set the objectives for
solving the problem through our study concept. To design and develop a suitable solution to
our problem, we conduct structured and unstructured interviews with HCI and ML experts to
identify relevant aspects (i.e., those that affect the selection of ML methods for HCI data sets).
In addition, we expect to gain a holistic view of these aspects through ML experiments on HCI
datasets. To demonstrate the solution to our problem, we aim to develop a conceptual structure
(CS) based on our insights from the interviews and ML experiments that depicts various impact

Figure 1: The design science research methodology [16] applied to this work. The check marks show
which goals have been achieved so far, and the iteration icon indicates which ones are still in development.



factors and their parameters to consider when selecting an ML method for HCI data sets. The CS
is meant to represent the activities of all parties involved, show the various interdependencies
between all of the impact factors (similar to a metamodel or conceptual model [17, 18]), and
facilitate decisions for specific ML methods. Furthermore, we intend to provide guidelines for
HCI analysis with ML and the selection of ML methods for HCI data sets. Subsequently, we
conduct a retrospective expert panel to evaluate our results. Regular publication of our current
status and results guarantees communication.

In addition, we take advantage of an iterative and agile development process, as suggested
by the well-established Agile Manifesto, to create the CS [19, 20]. This is an appropriate and
adjustable approach that allows us to react quickly to new developments, which is critical
because the ML field has been growing rapidly. For our studies, we focus on the exchanges with
experts and their experiences in the fields of ML and HCI, as well as on our project experiences.
We aim to invent a realistic and applicable CS that is continually updated according to new
findings (see Figure 2).

Figure 2: Our iterative approach for developing a valid conceptual structure.

The starting point is our first draft of the CS (see Figure 3), which is iteratively improved by
structured expert interviews. We also plan to conduct ML experiments with HCI data sets to
enrich our CS with further practical knowledge.
Specifically, we apply ML methods to HCI data sets of different use cases (e.g., health-related data
sets collected with an online experiment [4]) to deduce new findings for our CS. Furthermore,
as established in the agile software development approach of the Scrum Guide [21], we plan a
retrospective expert panel with stakeholders from industry and science to discuss the current
CS, identify further impact factors and parameters, and gather additional feedback. To define
the end of the iterations for the CS, we use the agile practice definition of done.

3. Preliminary Results

In the first step, we conducted ML experiments with prediction methods [8, 22] and clustering
methods [23] on health-related data sets (around 300 data points) collected with an online
experiment to gain experience with the process.



Figure 3: First draft and simplified version of our conceptual structure, which is organized into four
horizontal dimensions and includes impact factors with their related parameters (parameters are not
shown in this simplified version).

We have also done a systematic literature review [23] to define the context of small HCI data
sets [10] that are analyzed with ML techniques in the HCI community. Since the data sets of
the remaining articles were often not sufficiently described in this context, we did a first rough
analysis of n = 29 articles, which showed us that mainly data sets with less than 200 data points
were used as input for ML.

Our first draft of a CS (see Figure 3) consolidates the findings from our previous research,
three informal, unstructured interviews with industry experts, the author’s opinion, and further
feedback of five reviewers. Based on these insights, four main topics arose. Therefore, the CS is
divided into the following four dimensions: problem space, human perspective, HCI data mining,
and data governance.

The first dimension, problem space, is based on the ISO standard 9241-220 [13]. This standard
already provides an overview of the problem space, as it describes an overall concept for
implementing an HCD approach in organizations. The four categories (strategy, organizational
infrastructure, project, and operation) of the HCD process model [13] were integrated into this
first dimension of the CS, along with the relevant describing parameters. The interviews showed



us that two additional describing parameters are relevant for the impact factor HCI project:
objectives and project stage. Therefore, we reduced the complexity of the CS in this dimension
by adding the new parameter project stage to the impact factor HCI project and eliminating an
extra impact factor called operation.

The second dimension, human perspective, consists of the impact factors individuals, developer,
expert [24], and the recipient of the results. All of these parties influence the data mining process
in their own way, taking the HCI project to the next level. For example, individuals are the basis
for HCI data collection because their interaction with a system or its evaluation generates the
HCI data.

The third dimension, HCI data mining, is based on the widely-used cross-industry standard
process for data mining (CRISP-DM) [25]. Adapted variants of this standard for specific use cases
also exist (e.g., for manufacturing small and medium-sized enterprises [26]). In the context of
this CS, however, the original CRISP-DM is used because we focus on HCI data sets rather than
a specific field of application. To the best of our knowledge, there is not yet a specific standard
process for this context. Therefore, we extract the following dimensions from CRISP-DM: data
understanding, data preparation, modeling, evaluation, and deployment. In our CS, we modified
the description for better understanding in the HCI context: data collection & understanding,
data preparation, modeling, evaluation & interpretation, and use in practice. However, the first
step of CRISP-DM is business understanding, which is not named separately in our CS but is
merged with the impact factor HCI project. Between the impact factor use in practice and the
recipient, we also added an interface, which allows the user to use the ML model or the results.
This can be in the form of an application, but it can also be a presentation or something similar.

The fourth dimension, data governance, results from our unstructured interviews. The
interview participants provided additional impact factors and parameters to consider for ML
and AI applications. We decided to group them under the data governance dimension in our CS.
Decision rights and responsibilities, data policies, and standards and compliance aspects all fall
under the category of data governance [27]. For now, we also include ethical impact factors in
the dimension data governance [27, 28]. However, according to most recent research, an ethics
strategy should be defined first [29]. In our future work, this topic will be considered in more
detail.

4. Research Plan and Next Steps

Based on our preliminary findings, we intend to further evaluate and verify our CS draft. We
first plan to conduct additional structured interviews with HCI and ML experts to enhance the
insights from previous interviews and acquire information that is still missing. We will then
adapt the CS according to the new findings from these interviews (e.g., by adding new impact
factors or parameters or rearranging the existing structure). This will clarify the process and
impact factors regarding ML application in the context of HCI research. In addition, during a
retrospective panel with experts, we will evaluate our CS and deduce guidelines for ML usage
on HCI data sets to validate our approach.

To execute this plan, we first need to prepare interview guidelines for our structured inter-
views with experts.



Furthermore, we will investigate the results of applying various ML algorithms to a variety of
HCI data sets. The experiences gained from the experiments will both enrich our CS and reveal
which attributes, methods, and approaches we need to consider to avoid bias in our results.

We also prepare relevant HCI data sets for our planned experiments as well as a definition of
done for our CS.
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