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Abstract

Automated essay scoring (AES) aims to automatically grade essays, thereby reducing the time and cost
associated with manual scoring. The most common AES methods are classified under the prompt-specific
approach, which involves developing a scoring model exclusively for a target prompt by using a dataset
of scored essays corresponding to that prompt. Meanwhile, recent studies have emphasized the cross-
prompt approach, which leverages scored essay data from other prompts, referred to as source prompts,
to build an AES model for the target prompt. However, these cross-prompt methods have limitations
in that they do not consider the presence of source prompt essays that can potentially have a negative
impact on the construction of the AES model for the target prompt. To address this limitation, we propose
a novel cross-prompt AES method that utilizes data valuation with reinforcement learning (DVRL). The
proposed method enables the selective use of source prompt essays, which positively contributes to
improving the scoring accuracy of the AES for the target prompt. Experiments on a benchmark dataset
demonstrate that the proposed method enhances the performance of various AES models in cross-prompt
scoring settings.

Keywords
Cross-prompt automated essay scoring, reinforcement learning, data valuation, transfer learning, educa-
tional measurement

1. Introduction

In recent years, dynamic changes in social structures have led to a growing emphasis on practical
skills such as critical thinking and expressive abilities in educational settings. The essay exam
has gained attention as a popular method for assessing these practical abilities [1, 2]. However,
grading essays incurs substantial costs in terms of personnel, time, and money, and it is also
challenging to ensure consistency and fairness in scoring [3]. To address these issues, automated
essay scoring (AES) methods, which employ artificial intelligence technologies to automatically
score essays, have been extensively explored in recent years (e.g., [3, 4, 5, 6, 7, 8, 9, 10, 11, 12,
13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23]).

AES methods can be broadly classified into two categories [22]: prompt-specific and cross-
prompt methods. Prompt-specific AES methods construct a specialized scoring model for a
single target prompt by using a training dataset consisting of scored essays corresponding to
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that prompt!. Traditional prompt-specific AES methods have relied on feature-based methods,
which involve extracting specific features such as essay length and grammatical error rate
from essays and training machine learning models using these features [4, 5]. However, these
methods require substantial effort in feature engineering and their performance depends heavily
on manually designed features. To address these limitations, deep learning-based approaches
have gained popularity in recent years. These methods directly input the word sequences of
essays into deep neural networks, eliminating the need for manual feature design [3, 14, 15].
In particular, pre-trained transformer—encoder-based models, such as those using BERT [24]
or its variants, have been widely adopted over the past few years, and have demonstrated
high performance [25]. Furthermore, recent research has begun to explore the potential of
large language models (LLMs) for AES, investigating their enhanced knowledge retention and
language-understanding capabilities [26, 27], although they are not necessarily superior to the
AFES models using BERT or its variants.

Although these prompt-specific AES models demonstrate high performance on the target
prompt for which they were trained, there is no guarantee that directly applying the trained
model to other prompts will yield high performance. To enhance the scoring performance for
other prompts, it is generally necessary to collect an additional scored essay dataset tailored to
each prompt and subsequently retrain the AES model using those data. To avoid such retraining
processes, cross-prompt AES methods have recently been proposed [11, 17, 22, 23, 28, 29].
Cross-prompt AES methods build an AES model for a target prompt by leveraging scored essay
data collected from other prompts, referred to as source prompts. The effective use of source
prompt data can enhance the performance of an AES model for a target prompt, even when
there are no or only a limited number of scored essays corresponding to that prompt.

Various cross-prompt AES methods have been explored recently. For example, Li et al. [23]
proposed a feature-based AES model using prompt-independent features, constructed by domain
adversarial neural networks (DANN) [30]. Furthermore, Ridley et al. [11] proposed a deep neural
network model that integrates prompt-independent features and is designed to receive sequences
of part-of-speech (POS) tags instead of word sequences as input in order to mitigate the influence
of prompt-specific information. More recently, Chen et al. [22] introduced a technique that
employs a contrastive learning approach to obtain more consistent prompt-independent features,
thereby achieving the current state-of-the-art.

However, these existing cross-prompt AES methods are assumed to utilize all source prompt
essays, ignoring the presence of essays that can potentially have a negative impact on the
construction of the AES model for the target prompt [30, 31, 32]. Because some essays from
source prompts that exhibit significantly different characteristics compared with the target
prompt essays can act as noise, proper data selection to omit such essays is expected to improve
scoring accuracy.

For this reason, we propose a cross-prompt AES method that follows the approach of data
valuation by using reinforcement learning (DVRL) [32] to select source prompt essays that
are valuable in constructing AES models for the target prompt. DVRL is a reinforcement
learning framework that estimates the value of each data sample based on its contribution to

"Note that the term prompt refers to the writing task or instructions given to a student, distinct from prompts used
as inputs for large language models.



performance improvement in a specific target task. In our method, we adapt DVRL to construct
a data value estimator, which assigns higher values to source prompt essays that positively
contribute to AES performance on the target prompt and assigns lower values to those that
might negatively impact the AES performance. The data selected using our DVRL framework
can be used to construct any type of AES model, enhancing their AES performance on the target
prompt compared with scenarios that use all source prompt data. In this study, we evaluate
the effectiveness of our proposed method, using a benchmark dataset and several popular AES
models, including BERT, Llama-2 [33], and the models proposed by Ridley et al. [11] and Chen
et al. [22]. The experimental results show that the proposed method succeeded in improving
performance across all AES models.

The remainder of this paper is structured as follows: Section 2 provides further details on
conventional cross-prompt AES models. Section 3 explains the data valuation methods. Section
4 describes the proposed method, and Section 5 evaluates its effectiveness, using a benchmark
dataset. Finally, Section 6 summarizes the study.

2. Conventional Cross-Prompt AES Methods

This section provides an overview of conventional cross-prompt AES methods and discusses
the limitations and drawbacks of these approaches.

Jin et al. [17] proposed a cross-prompt AES method based on a two-stage approach. In the
first stage, a RankSVM [34] is trained using essays from source prompts. This RankSVM is then
used to generate prediction scores for essays of the target prompt, which serve as pseudo-scores
for the next stage. In the second stage, a prompt-specific AES model is trained for the target
prompt, using these pseudo-scores.

Li et al. [23] also proposed a two-stage AES method that utilizes DANN in the first stage.
DANN is a deep learning approach that learns domain-independent features through an adver-
sarial training process. This adversarial training uses two models: a main model that solves
a target task and a domain classifier that identifies the domain each datum belongs to. These
models are trained to maximize the performance of the main model while minimizing that of the
domain classifier. The first stage of the method of Li et al. [23] uses the DANN to construct a fea-
ture extractor that produces prompt-independent features. Then, an AES model is constructed
using source prompt data of essays that are vectorized by the feature extractor to generate
pseudo-scores for the target prompt essays. The second stage trains a prompt-dependent AES
model for the target prompt, using the target prompt essays with the pseudo-scores.

Meanwhile, Ridley et al.[11] introduced a model called the prompt-agnostic essay scorer (PAES),
which learns an AES model in an end-to-end fashion. PAES is a deep neural network model
that integrates manually-designed prompt-independent features. This neural model is designed
to receive sequences of POS tags instead of word sequences as input in order to mitigate the
influence of prompt-specific information.

Chen et al. [22] proposed a model called the prompt-mapping contrastive learning for cross-
prompt automated essay scoring (PMAES), which uses contrastive learning to learn more con-
sistent prompt-independent features. PMAES utilizes PAES as an encoder to generate feature
vectors for essays. It then employs contrastive learning to bring the vectors from the essays



of source prompts closer to those from the target prompt. This process contributes to the con-
struction of more consistent prompt-independent features, which are effective for cross-prompt
scoring. PMAES has achieved state-of-the-art performance in cross-prompt AES methods.

As discussed above, conventional cross-prompt AES methods have focused primarily on
learning prompt-independent features in order to extract transferable knowledge in essay
scoring from source prompt data to target prompt data. However, these existing cross-prompt
AES methods are assumed to utilize all source prompt essays, ignoring the presence of essays
that can negatively impact the construction of the AES model for the target prompt [30, 31, 32].
Although these methods assume the source prompts to be a mixture of multiple prompts [11,
17, 22, 23, 28, 29], not all of the source prompts will necessarily share similar characteristics
with the target prompt. Thus, the inclusion of source prompt essays that are greatly dissimilar
to the target prompt essays can act as noise in the construction of an AES model for the target
prompt. This issue becomes particularly relevant in conditions where there is a large variety
of source prompts in terms of topics and writing styles. These insights suggest that a careful
selection of source prompt essays would be effective for obtaining accurate cross-prompt AES
models. The idea of our study is thus to apply data valuation methods to construct a selector of
valuable source prompt essays.

3. Data Valuation Methods

Data valuation is a method for quantifying the importance of each sample in a dataset. Quanti-
fying the value of data is regarded as an important task in various machine learning problems,
including domain adaptation, discovering noisy samples, learning robust models, and improving
the quality of datasets.

Representative data valuation methods include leave-one-out and data Shapley [35]. Leave-
one-out is a method that estimates the importance of each sample by calculating the change in
performance of a target task when removing each sample one by one. Data Shapley evaluates the
value of data, using the Shapley value from cooperative game theory. Specifically, data Shapley
calculates the marginal contribution of each sample by evaluating the prediction performance
of a target task when using each possible combination of samples. Moreover, another method
using the Banzhaf value, which originates from cooperative game theory as well, has also been
proposed [36].

Several data valuation methods based on meta-learning have also been proposed. One
example is ChoiceNet [37], a valuation method that identifies noisy data within training datasets
by separately estimating the distributions of meaningful data and noise data. Learning to
reweight [38] is another method that calculates the weights of each sample in the source dataset
based on the performance of a target task on a validation dataset. Furthermore, as a recent
meta-learning-based data valuation method, Yoon et al. [32] proposed a method called data
valuation using reinforcement learning (DVRL). DVRL employs a reinforcement learning strategy
that simultaneously optimizes a data value estimator and a predictor model for a target task. In
this study, we apply the framework of DVRL to cross-prompt AES.
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Figure 1: Model architecture of DVRL

4. Proposed Method

4.1. Task Definition

This study assumes that a large number of scored essays from a mixture of source prompts D* =
{(3, y,f)}f\]:sl and a small number of scored essays for the target prompt D' = {(z!, yf)}fvztl
are given. Here, 2§ and z! represent the i-th essay in the source and target prompt essays,
respectively, while ¢ and y! denote their corresponding scores. N and N represent the total
numbers of essays for the source prompts and target prompt, respectively.

Our study aims to develop an AES model that can accurately predict scores for unscored

essays corresponding to the target prompt by executing the following two steps.

1. Construct a data value estimator, using DVRL to assign value scores to each essay in the
source prompt essays.

2. Train an AES model for the target prompt, using a subset of source prompt essays assigned
high-value scores by the data value estimator.

Note that this study exclusively uses D in the AES training process, while both D* and D! are
used in the DVRL process®. The following sections describe the details of each step.

4.2. Data Valuation Using DVRL

Figure 1 illustrates the outline of our DVRL framework. It consists of two models: a data value
estimator fg that estimates the value of each scored essay data, and a predictor g4 that outputs

*It should be noted that D" is also available to train the AES model constructed in step 2. However, we do not use
D' because this study focuses on how data selection by the proposed method affects AES performance compared
with scenarios in which all source prompt data are used. A detailed evaluation of the effect of integrating D’ as
AES training data remains a subject for future research.



the predicted score of the essay. Here, 8 and ¢ are the model parameters of the data value
estimator and predictor, respectively.

In the figure, h{ and h! represent feature vectors corresponding to = and !, respectively.
The method for creating these feature vectors depends on the type of AES model that will
ultimately be constructed. Specifically, when we intend to use AES models that accept word
sequences as input, we use distributed essay representation vectors obtained from DeBERTa-
v3-large [39, 40] as the feature vectors. Meanwhile, when we intend to use cross-prompt AES
models such as PAES and PMAES, we utilize manually designed prompt-independent features.

The learning process of DVRL is formulated as the following optimization problem:

max K [R(@)]st. g = argginin e [fo(R*,y%)L(gg(R7),4%)]. (1)
Here, R(¢) represents the reward, which is the performance of the predictor gy trained using
the source prompt data D* and evaluated using D! as test data. The reward is measured using the
quadratic weighted kappa (QWK) metric, which assesses the agreement between the predicted
scores and the ground truth scores and is widely used in AES studies [3, 10]. £ denotes the
mean squared error (MSE) loss function used to train the predictor, as explained in Section 4.2.2.
P* and P! represent the distributions of the source prompt data and the target prompt data,
respectively. Solving this formulation offers a data value estimator that estimates the value
score of each essay. The following subsections explain the specific calculation procedures.

4.2.1. Data Value Estimator

For each essay vector h; and its score y; for the source prompt essays in D?, the data value
estimator fg outputs its data value p; € [0, 1] as p; = fg(h?,y?). The data value estimator fg is
implemented using a deep neural network with six stacked dense layers, where the output layer
is designed as a linear layer with sigmoid activation; it also incorporates marginal information
m,; into its intermediate layer. The marginal information m; is a quantity expected to correlate
with the data value of each essay i and can be written as m; = |y; — g, (h;)|, where g, is a
predictor trained on D.

Using the calculated data value p;, the selection indicator s; € {0,1} for each essay is
determined by sampling from a Bernoulli distribution with probability p;; that is, s; ~ Ber(p;),
where s; = 1 means that the i-th data is selected, and s; = 0 means that it is not selected.

4.2.2. Predictor

The source prompt data selected through the above procedure are used to train the predictor g¢.
The predictor is designed as a multi-layer perceptron with a linear output layer with sigmoid
activation’. The weighted loss function £,,.q used for learning is calculated as follows:

Loreal) = = 3 s LG, 2)

* (af,y5)ED*

*In our study, we used different multi-layer perceptrons depending on the input data types. Specifically, a two-layer
perceptron is used for cases inputting distributed essay representation vectors obtained from DeBERTa-v3-large,
while a single-layer perceptron is used for cases inputting manually designed prompt-independent features.



where §/; is the predicted score of the predictor g4 for the i-th essay of the source prompt data.
As the loss function £, we use the MSE between the predicted score ¢; and the ground truth
score y;. Note that the ground truth scores y; are assumed to be normalized to the range [0, 1]
because the predicted scores are within this range too, as a result of the sigmoid activation in
the output layer.

4.2.3. Reinforcement Learning

Using the trained predictor, our method computes the reward R(¢) for reinforcement learning
as the QWK between the predicted scores and the ground truth scores evaluated using the
dataset D'. The reward R(¢) is used to update the parameters 6 of the data value estimator fy.
Specifically, the parameters 0 are updated using the REINFORCE algorithm [41], a reinforcement
learning algorithms, with the following loss function [32]:

Lrr(0) = R(¢) *log P((s1,5s2,...,5n,) | 0), (3)

where P((s1, $2,...,5N,) | @) represents the joint probability of the selection indicators given
the parameters 6. Note that each essay is selected independently, meaning that the joint
probability can be written as Hfisl pi’(1 — p;)'*i. Using this loss function, the parameters 0
are updated by gradient ascent as follows:

0+ 6+ aVeLpr(0), (4)

where « represents the learning rate, which is set to 0.001 in this study. Adam [42] is used as
the optimization method for parameter updates.

Finally, by repeating the above steps until the model converges, the data value estimator fg
is trained.

4.3. Train an Arbitrary AES Model Based on Estimated Data Values

Through the above process, we can obtain the data value estimator fg and the resulting data
value scores for essays in the source prompt data D?. Thus, our last step is to construct an AES
model for the target prompt, using source prompt essays with high-value scores. However, it is
not clear how much data should be selected based on their value scores. Thus, we employ the
following approach, which is inspired by that described in [32], to select essays based on their
value scores.

1. Sort the source prompt essays in descending order based on their estimated value scores.

2. Train an AES model using essays with top 10% value scores and repeat this process with
different data usage percentages, ranging from 10% to 100%, in increments of 10%.

3. For the ten constructed models, evaluate their MSE loss, using Dt as test data. The
model with the lowest MSE loss is selected as the optimal one and is used for scoring the
unscored target prompt essays.



Table 1
Details of the ASAP.

Prompt | No. of essays | Avg. len. Genre Score range
1 1783 350 Argumentative 2-12
2 1800 350 Argumentative 1-6
3 1726 150 Source-dependent 0-3
4 1772 150 Source-dependent 0-3
5 1805 150 Source-dependent 0-4
6 1800 150 Source-dependent 0-4
7 1569 250 Narrative 0-30
8 723 650 Narrative 0-60

5. Experiment

We conducted an evaluation experiment using real-world data to demonstrate the score predic-
tion performance of the proposed method compared with the conventional method, which uses
all source data.

5.1. Dataset

In this experiment, we used the ASAP (Automated Student Assessment Prize)* dataset as real-
world data. The ASAP dataset is used in Kaggle’s automated essay-scoring competition and
is widely used as a benchmark dataset in many AES studies. The ASAP contains a total of 8
essay prompts for 3 genres: argumentative, source-dependent responses, and narrative. Each
prompt also includes student’s essays and their scores. The details of the dataset characteristics
are shown in Table 1.

5.2. Performance Evaluation of our Proposed Method

In line with previous cross-prompt AES studies, the present experiment was conducted using
prompt-wise cross-validation [11, 17, 22]. In prompt-wise cross-validation, one prompt is used
as the target prompt, while all remaining prompts are used as source prompts for training. This
operation is performed sequentially for all prompts, and the average is calculated to evaluate
performance.

Our proposed method needs D!, a small number of scored essay data sampled from the target
prompt. In this experiment, the size of D! was set to 30, and the set of samples was selected so
that the sum of the Euclidean distances between each distributed essay representation vector
obtained from DeBERTa-v3-large was maximized.

Our proposed method can be used for any AES model. The present experiment used four
representative AES models: BERT, Llama-2-7B [33], PAES, and PMAES. Note that the PMAES
with the same hyper-parameters as in [22] could not be implemented using our GPU (RTX4090).
Thus, we changed some hyper-parameters. Specifically, the number of mini-batches was changed
from 2 to 20.

*https://www.kaggle.com/c/asap-aes



Table 2
Experimental results.

. Prompts
Model Setting 1 2 3 4 s 6 7 8 |Ag
BERT Allsource | 513 541 578 582 637 600 529 431 | 551
Proposed | .640 .581 .684 .631 .683 .636 .597 .628 | .635
amagop | Allsource | 481 556 545 610 690 582 583 424 | 559
Proposed | 530 522 .661 589 .704 574 .686 .558 | .603
DAES Allsource | 654 583 612 .605 730 565 706 542 | .625
Proposed | .787 .600 588 588 .747 573 .737 .560 | .648
MAES Allsource | 799 634 591 589 716 567 658 .366 | .615
Proposed | .800 627 559 .606 .749 .613 .664 .523 | .643

The experiments were conducted in two settings: All source, and Proposed, and the score
prediction accuracy was compared. All source is a setting in which each AES model is trained
using all source prompt data, which is equivalent to the case where all essays are selected in
the proposed method. Proposed is a setting in which each AES model is trained using a subset
of source prompt data selected using our method. The prediction performance of each trained
model is evaluated by QWK using the target prompt essays, excluding 30 data in D?.

Table 2 shows the experimental results. The results show that the proposed method outper-
forms the All source settings for all models. The improvement is particularly significant for
BERT and Llama-2-7B. These models use the word sequence as the input data, increasing the
difference in feature vector characteristics between the source and target prompts. This would
enhance the negative impact of using source prompt essays irrelevant to the target prompt,
thereby deteriorating the AES model trained using all source prompt data.

For PAES and PMAES, the improvement margin is smaller because they mitigate the differ-
ence in the feature space between prompts by using prompt-independent features and POS
sequences as input. However, even for these models, the proposed method succeeds in improv-
ing their performances by selecting relevant essays that align better with the target prompt’s
characteristics.

Moreover, BERT achieves higher performance with the proposed method than does PAES
and PMAES without the proposed method. This suggests that the proposed method applied
to BERT can achieve performance comparable to these cross-prompt AES models. This is a
significant result because it indicates that by simply selecting essays that are effective for the
target prompt, it is possible to achieve performance comparable to conventional cross-prompt
AFES models without relying on complex techniques to align features across prompts.

These results demonstrate the effectiveness of the proposed method in selecting the most
relevant essays from source prompts, leading to improved performance of conventional AES
models.

5.3. Validity Evaluation of Estimated Data Values

In this section, we investigate whether the value estimates of the proposed method appropriately
relate to the score prediction performance. To confirm this point, we examined the prediction
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Figure 2: Relationship between the ratio of essays and QWK for Prompt 1.

accuracy, QWK, of an AES model trained using source prompt essays, excluding those with top
or bottom n% value scores. The removing ratio n was changed from 0% to 90% in increments of
10%. This analysis uses PAES as the AES model because, as reported above, it demonstrated the
highest performance among the models to which the proposed method was applied.

The experimental results for Prompt 1 are presented in Figure 2, which shows the ratio
of excluded essays on the horizontal axis and the QWK on the vertical axis. The blue line
represents the QWK when essays are excluded in order of the highest value scores, while the
orange line represents the QWK when essays are excluded in order of the lowest value scores.

The figure demonstrates that, for the range where the ratios of removed essays are small
to medium, QWK tends to increase as essays with low value scores are sequentially excluded,
whereas it tends to decrease when essays with high value scores are sequentially excluded. For
the range where the ratios of removed essays are extremely large, both cases revealed low QWK
values due to the removal of too many training data, which is a reasonable trend.

These results suggest that the value scores estimated by the proposed method appropriately
relate to the effectiveness of the scoring performance of the constructed AES model for the
target prompt.

6. Conclusion

This study introduced a novel cross-prompt AES approach that leverages the data valuation
method to select source prompt essays valuable to improving the accuracy of the AES model
for the target prompt. The experimental results demonstrate the effectiveness of our method in
improving the performance of AES models.

In future work, we will perform further analyses of the proposed model aimed at gaining a
deeper understanding of its characteristics and behavior. Additional experiments are needed
to evaluate the effects of utilizing a small set of scored essays for the target prompt, denoted
as DY, to train the AES model, in addition to its usage in our DVRL process. We also aim to
explore methods that do not rely on D! because this requirement may not always be feasible in
real-world scenarios. Furthermore, we intend to develop an end-to-end model that integrates
the data value estimation and AES components into a single, unified framework. This will
enable a more streamlined and efficient approach to cross-prompt AES.
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