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Abstract 
Declaring some regions to be unobstructed and crowd-free occasionally becomes a sudden 
necessity, and in instances like national constitutional applications and the pandemic COVID-19, 
monitoring a large area for the aforementioned rule and compliances becomes a major issue. 
Although drone surveillance technologies have been used by our security agencies recently, manual 
monitoring and procedures are still quite popular in nations like India. The automation that has 
been implemented, however, is neither intelligent nor self-alerting. There is always a path of action 
for security problems. Therefore, a significant democratic risk could result from a delay in the main 
course detection, such as when there is a crowd assembling in India or sensitive or secure regions 
for a while or for the reasons mentioned above. Although the governments are deploying CCTVs to 
monitor events, they are not yet sophisticated enough for the reasons already outlined. Even in this 
day and age of increasing automation, warnings must be triggered by themselves. The age we live 
in now is one of superior artificial intelligence systems, bringing new dynamics to society and 
ushering in a new era known as society 5.0. One further application of the AL & ML-based self-
alerting system for secure and red alerting zones with low cost and less computationally intensive 
development has been put into practice and tested in this study. In order to comply with law 
enforcement's view of crowd gatherings, the tested system will serve as a framework for intelligent 
technologies that will eventually self-alert in secure and sensitive zones.  
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1. Introduction 
Smart and safe zones are defined as technically sophisticated and contemporary urban or 

rural locations equipped with voice activation, video surveillance, and data-collection sensors, 
among other electronic techniques [1]. Effective management of different laws, resources, 
assets, or other services can be achieved with the information retrieved from the recorded or 
gathered data. This type of strategy may prove beneficial in areas designated as prohibited for 
group gatherings by government regulations such as Section 144 [2] (which, in India, restricts 
gatherings involving more than four individuals). 
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By getting the information from video surveillance, zonal officials can directly interact and 
communicate with the community and also support monitoring and controlling some 
unauthorized activities that occur in the restricted zones. To collect the data required to 
monitor the restricted area safety and security, visual insights can be captured in the form of 
videos and images by the devices like drone cameras, and network cameras which can be 
further analyzed by some computer vision techniques to extract useful insights.  

 
Some special cameras having additional features can be used for this purpose like IP 

cameras that can record live videos and send the digital data to a particular server for further 
processing. These cameras can be installed virtually or with a supporting device and they are 
capable of recording exterior and interior details of the location [3]. They can be used as a 
smart alerting system for security officers for unusual activity in any restricted zone. Video 
Surveillance can be applied to serve as an alert system for prohibited gathering zones, remote 
video monitoring, facility protection, loss prevention, facial recognition public safety, outdoor 
perimeter security, and many more [4].  

 
In this study, we proposed an innovative and Intelligent Surveillance Framework for 

Crowd Detection and Alerting that supports security systems to enforce safety and security in 
red and secure zones. Referring, to secure and sensitive zones means the area secured in some 
special conditions viz. provide Covid-19 pandemic or Section-144 (in India) applied zones. The 
proposed system will be the adhesive to the various pre-installed surveillance systems, giving 
live feed to various controlling/observational units and recording live videos from the 
prohibited zones through drones or stable CCTVs. The live/recorded shots will be inputted 
into a computer vision-based deep learning model that will total the number of individuals 
gathered in a group by detecting their heads and testing them according to a decided 
threshold as per the situation. Finally, the system will notify and transmit an alert if more 
than the threshold count will be gathered at a place and under law enforcement rules. 

1.1 Smart Vision Computing 

Computer Vision has the ability to replicate human vision through computers. Computer 
vision is a sub-field of Artificial Intelligence that have the processing techniques to define 
various attributes for the data collected from various sources in the form of digital videos, and 
images [5]. The process of mimicking human visuals through computers involves the process 
of image acquisition, analysis, detection, and identification. This complete process helps a 
computer to learn and understand visual data and interpret it accordingly. It develops the 
ability of computers to understand symbolic information from digital data. With the 
continuous growth in Computer Vision technology, various application areas are getting 
served by these techniques like object detection, video tracking, pose and motion estimation, 
scene reconstruction, image restoration, etc [6].   

Deep learning and convolutional neural network (CNN) have been proven as the most 
demanding and attractive technologies used by many researchers in the field of AI. In 
computer vision, deep learning was triggered by the influential work of reporting 
performance improvisations on object recognition on hard images by Krizhevsky et al. 
through CNN [7]. Deep learning techniques are the most precisely used technique that can 
work over a huge dataset by applying complex calculations through developed models [8]. 
Recently, many scientists got the benefits of deep learning techniques to evaluate and analyze 



complex calculations like the reconstruction of brain circuits of humans [9], analyzing DNA 
mutations [10], and many other cutting-edge scientific solutions provided by deep learning 
algorithms. Deep learning architecture follows the development and management of powerful 
neural networks to handle deep and large numbers of convolutional layers. 

Object detection and counting are one of the application areas covered with deep learning 
techniques. It refers to a process of multiple tasks to identify various objects in digital images 
[27]. Deep learning object detection methods can be classified into two categories; one and 
two-stage methods [11]. In the one-stage object detection method, the model can directly 
predict and interpret the location of the object in the image by its related pixels and can 
directly classify the detected model effectively. Two-stage object detection methods perform 
the detection tasks in two steps by extracting ROI in an image according to the probability of 
the object existing in that image then, recognition and detection are completed with the help 
of candidate regions. One-stage methods perform detection tasks in less time than two-stage 
methods but show less accuracy in comparison to two-stage methods [12].  

Object counting is one of the facets of advanced computer vision techniques. Figure 1 
shows as the ability to count persons, vehicles, pedestrians, buildings, etc from digital images 
or live videos through deep learning algorithms [13][14]. The opportunities in this field can be 
merged with other techniques that convert raw data into a kind of structured data to support 
various services like video surveillance, traffic control systems, etc. 

  

a. Object Detection & Counting using CNN[13] b. Computer Vision Smart City Applications[14] 
 

Figure 1: Development, Implementation & Application Examples 
 
A thorough procedure for scene-specific crowd counting is shown in Figure 1 (a). First, a 

target scene is selected, and then a variety of training settings are put together. When crowd 
estimating is needed, the process for scene-specific crowd counting starts with carefully 
choosing a target scene that best matches the environment in which the model will be used. In 
addition, a wide range of training scenarios covering different types of crowd settings is 
assembled to facilitate effective model training. A comprehensive crowd CNN database is used 
to select one or more pre-trained CNN models as candidates for fine-tuning. This selection is 
made after taking into consideration the models' performance and their suitability for scenes 
that are comparable. By applying these candidate models to the training pictures, it becomes 
easier to create density distributions that show how the crowd densities are arranged spatially 
within each scene. Subsequently, the training pictures are carefully examined to extract 
patches that capture different aspects of crowd dispersion, including low, medium, and high 
densities. These patches are essential training data that help the chosen CNN models be 
refined. By means of an iterative process of fine-tuning, the parameters of the selected model 
are carefully modified in order to more closely correspond with the particular features and 



details of the target scene. A scene-specific CNN model that is precisely calibrated for precise 
crowd counting in the intended setting is ultimately produced as a result of this fine-tuning, 
which guarantees the model's adaptability to changing crowd densities and distributions. This 
customized method greatly improves the accuracy and dependability of crowd counting 
systems, enabling them to analyze and understand crowd dynamics in practical situations 
with greater effectiveness. 

 
The remainder of this paper is organized as follows, section II is the Related Works and 

summary of the literature review for having various previous works done in hand so that the 
adhesiveness that we want to do toward making it a smart alerting system would be 
justifiable, next section III is demonstrating the design & description of the main contribution, 
section IV describing the main implementation aspects and results, the paper has been 
concluded with future scope in section V. 
 

2. Related Works 

This section presents a comprehensive literature evaluation of the most recent AI and Ml-
based solutions that can be improved upon or used as the foundation for the intelligent alert 
and surveillance system. Finally, a very detailed summary of the results is provided in Table 1 
of this section.  

 
In 2022, Elharrouss et al. [15] proposed a CNN-based model for the number of persons in a 

crowd and generated a density map for the crowd. They have developed their model for 
crowd counting in for a football stadium. They have used the FSC-Set (Football supporters 
crowd) dataset that contains 7000 images of a variety of scenes of thousands of people.  Their 
proposed model is applicable for other applications also as face recognition, object detection, 
etc. The obtained results show satisfactory performance outcomes. 

 
In 2021,Celik et al. [16] proposed a model to observe and analyze the social distancing 

among gatherings. They have used the pedestrian detection method to find out the distance 
between people so that they can’t violate social distancing rules in a sensitive place. In their 
work, they have also compared crowd-counting methods with pedestrian detection. 

 
In 2021, Kumar et al. [25] proposed an artificial Intelligence (AI) and Machine Learning 

(ML) powered automated surveillance system that has great potential for implicit monitoring, 
enabling discrete classification, decision-making, and alerting procedures. They shows the 
capabilities of computer vision have been transformed by the incorporation of AI & ML 
approaches, especially in object detection and identification, enabling smarter surveillance 
systems. In this research, they offer a framework for a live video-based intelligent surveillance 
system. Using real-time object detection, this system seeks to enable automatic detection and 
notification of anomalous events. The platform provides a mechanism to build advanced 
surveillance systems that can detect anomalies in real-time streaming settings by utilizing AI 
and ML. 

 
In 2021, Ahmed et al. [17] illustrated the pros and cons of various existing crowd detection 

and counting methods. They have used multiple sensitive areas where generally crowds can 



be seen like shopping malls, airports, religious or educational events, etc. Various automated 
video surveillance methods are analyzed and compared here. They have also proposed their 
own method to count and analyze the persons in a crowd. In the crowd analysis, they detected 
the age and gender attributes of the persons.  

 
In 2021, Rajendran et al. [18] developed a smart AI-based crowd-controlling system that is 

necessarily required for various religious events like KumbhMela organized in Prayagraj. To 
minimize the dangerous impacts of uncontrolled gathering, an automated system is built that 
ensures a limited number of people gather in a limited area. They have used deep learning 
methods as the baseline models. Their proposed system can maintain the safety of people. 

 
In 2020, Amine et al. [19] proposed a novel approach of 3D- CNN for feature extraction 

from Doppler images for the purpose of counting people in a closed environment. They have 
used the movements of persons to detect a human. They have developed WiFi radar that uses 
a 6 GHz-frequency band for detection of people. Experimental results show the model is 
achieving 89% accuracy in counting the crowd.  

 
In 2020, Huang et al. [20] proposed a novel attention-based contextual CNN model that 

contains two basic components. Their model works as a dense dilated model that makes front 
and back layers tightly connected to hold the information in a scale-changing environment. 
Model feasibility is verified and compared against various existing models. 

 
In 2020, Das et al. [21] developed an innovative deep-learning model to analyze the 

physical gathering of people in the crowd. They have completed the whole process in three 
phases. Initially, they have captured the local information by generating density maps, and 
then the counting feature is applied to those density maps. Finally, they have split crowd 
density maps to standing and sitting density maps. Results are showing the model is achieving 
excellent results in counting the gathering.     

 
In 2020, Liu et al. [22] proposed CRNet (cross-stage refinement network) to refine density 

maps. Multiple fully connected layers are used in their CNN model to produce density output 
for correct predictions of crowd zones at different stages. Various data augmented methods 
are used to resolve multiple challenges of unconstrained scenes.  

 
In 2019, Huynh et al. [23] proposed a novel and alternative way to count the crowd by 

handling scale variation issues. They have used various depth and crowd datasets to train 
their model to generate density and depth map estimations. They have reduced the labeling 
cost by using their proposed approach. Extensive experiments are performed to show the 
superiority of the proposed model over various existing models. 

 
In 2018, Bailas et al. [24] explored and utilized video processing capabilities to show 

various image processing techniques in real-time crowd detection through low-powered 
devices. They have analyzed various deep learning algorithms for crowd counting and 
summarized the results to show the prediction is based on inputted scale video frames. They 
have implemented their framework using the CNN model to achieve state-of-the-art results in 
this domain. 

 



Table 1: Literature Survey Summary 
Author/ 
Year 

Approach  Summary / Findings &Research Gap(s) 

Elharrouss et 
al.,/ [2022] 

CNN-based 
People Detection 

• Detection is based on an early approach 
• Density map for the crowd 
• Low accuracy for highly crowded scenes 

Celik et al.,/ 
[2021] 

Deep learning-
based smart 

Crowd Counting 
Method 

• Model to observe and analyse the social distancing 
• Used the pedestrian detection method for distance 

measurement 
• Directly learn to regress the count 
• Less Interpretable 

Ahmed et al.,/ 
[2021] 

CNN-based 
Unique People 
Count Analysis 

• High object framing 
• Lacks location information 

Rajendran et 
al.,/ [2021] 

L & T Smart 
World AI-based 

Crowd 
Management 

System 

• Deep learning methods as the baseline models 
• Low accuracy in low crowd scenes 

Amine et al.,/ 
[2020] 

 3D-
Convolutional 

Neural Network 
(3D-CNN) 

• Feature extraction from Doppler images for crowd 
count 

• Counting the people in a closed environment 
• Low image level count 

Huang et al.,/ 
[2020] 

Attention 
Based Contextual 

CNN Model 
(ACCNN) 

• Hold the information in a scale-changing 
environment 

• Medium head indication 

Das et al., / 
[2020] 

Attention-
based Deep 
Learning 

Framework 

• Crowd density map to standing and sitting density 
maps 

• Less accurate for a highly crowded area 

Liu et al.,/ 
[2020] 

Cross-Stage 
Refinement 

Network (CRNet) 

• Claimed refined density maps 
• Unconstrained scenes handing using data 

augmentation 
• Class imbalance problem 

Huynh et al.,/ 
[2019] 

Alternative 
Novel Way for 

Crowd Counting 

• Handled scale variation issues 
• Reduced the labeling cost 
• Limited for an area 

Bailas et al.,/ 
[2018] 

CNN-based 
model for Crowd 

Detection 

• Utilize video processing capabilities 
• The prediction is based on inputted scale video 

frames 
• Low image-level count 

Kumar et al.,/ 
[2021] 

SSE: A Smart 
Framework for 

Live Video 
Streaming based 

• Real-time object detection and identification 
• Efficient anomaly detection without manual 

intervention, bolstering surveillance effectiveness. 
• Enhances security measures in monitored areas 



Alerting System 

 

3. Contribution – Smart Vision Adhesiveness toward an Intelligent 
Alerting System 

From industrial operations to cyber-security, intelligent alerting systems are at the 
forefront of proactive risk mitigation and decision support. But these systems' ability to 
adhere to operational routines and organizational goals is just as important to their efficacy as 
their technical prowess. This study clarifies the ways in which smart vision principles are 
integrated into intelligent alerting systems to enhance their stickiness and facilitate their easy 
assimilation into organizational structures. The idea behind the Intelligent Surveillance 
Framework for Crowd Detection and Alerting is well-defined, serving as an application of 
object detection using deep learning models within the context of smart IoT-enabled security 
systems, particularly for future smart city scenarios. The framework's architecture is outlined 
as a three-layered structure, enhancing modularity and process handling efficiency. In Figure 
2, the first layer, termed the user-interface layer, serves as the interface through which users 
interact with the system. This layer is responsible for receiving inputs, displaying relevant 
information, and facilitating user interactions. The second layer of the system encompasses AI 
and ML-based modeling. Here, sophisticated algorithms and machine learning models are 
employed to process incoming data, analyze patterns, and make intelligent decisions. This 
layer plays a crucial role in detecting crowd anomalies, identifying objects, and predicting 
potential security threats. Subsequently, the third layer represents the output layer, which 
translates the insights generated by the AI and ML models into actionable alerts. Specifically, 
in this context, the output layer focuses on object identification-based anomaly 
representation. When deviations from normal crowd behavior or the presence of suspicious 
objects are detected, an alert is triggered, signaling potential security risks. By employing this 
three-layer architecture, the Intelligent Surveillance Framework achieves enhanced 
modularity, allowing for efficient system management and scalability. Each layer is 
responsible for distinct functions, enabling streamlined processing of data and facilitating 
rapid response to security incidents. Moreover, the integration of deep learning-based object 
detection capabilities adds a layer of sophistication to the system, enabling it to adapt to 
evolving security threats and scenarios. 



 
Fig. 2 High-Level View Diagram 

 
The system's high-level schema has already been identified as the "black box" view that 

provides a holistic picture of the system. This high-level design schema also shows system 
modelling as straightforward three-layer architecture with a modular implementation 
strategy. 

 
Figure 3 shows architectural paradigm that represents how AI and ML engine support is 
displayed at the next level of system construction and design while also emulating our earlier 
models [25]. The system architecture demonstrates a comprehensive three-tiered approach to 
intelligent surveillance and anomaly detection. Positioned at the initial tier is the input 
interface, serving as the ingress point for data acquisition. Here, live images are meticulously 
captured via an IP camera, ensuring a continuous stream of visual data for subsequent 
analysis. Transitioning to the middle tier, the AI and ML engine assumes a central role, 
constituting the computational backbone of the system. Equipped with meticulously trained 
models, this tier meticulously scrutinizes the extracted frames, employing sophisticated 
algorithms to discern odd classes or anomalies amidst the visual data. Leveraging cutting-edge 
deep learning techniques, the engine meticulously analyzes patterns and deviations from 
typical behavior, thus fostering a robust foundation for anomaly detection. Finally, at the 
output generation tier, the system meticulously processes the insights garnered from the AI 
and ML engine.  



Here, a video is meticulously generated, meticulously highlighting the detected anomalies 
marked within the frames. This meticulously crafted video serves as a comprehensive visual 
representation of potential security threats, meticulously providing actionable insights for 
stakeholders. Presented seamlessly through the frontend interface or overlaid onto the initial 
interface, this detailed visualization empowers end-users with the information needed for 
timely responses and interventions. The system triggers alert notifications upon detecting 
unusual scenes or anomalies. These notifications are transmitted through a Django mobile 
app, providing real-time updates to designated users or security personnel. This ensures 
timely communication of potential security threats, empowering stakeholders to take prompt 
action as needed. In essence, this meticulously designed three-tiered architecture epitomizes 
efficiency and effectiveness, seamlessly integrating AI and ML capabilities to enhance 
anomaly detection and visualization within smart city surveillance frameworks. 

 
 

Fig. 3. Architectural Paradigm Proposed by Us[25] 
 



 
 

Fig 4. System Workflow 
The use case for the modeled system is shown in Figure 4. In the use-case diagram 

depicting the operational workflow of an intelligent surveillance and anomaly detection 
system, users interact with the system to monitor security events and receive alert 
notifications. The system captures live activity through cameras installed in the monitored 
area, and this data is then analyzed by the AI Engine Models. Within these models, feature 
engineering is performed, involving the extraction of frames from video extracts and 
grayscale digitalization through scaling to facilitate efficient analysis. Additionally, a 
dedicated predictor class within the AI Engine Models is designed to identify anomalies 
within secure and sensitive zones, utilizing advanced algorithms and machine learning 
techniques. 

Upon detecting anomalies or suspicious activities, the AI Engine Models generate alert 
notifications, which are promptly displayed to users through a user interface. Users can 
monitor these alerts in real-time and take appropriate actions as necessary to address 
potential security breaches or anomalies. In essence, this use-case diagram illustrates the 
seamless integration of live activity capture, AI-driven analysis, and alert notification 
generation within an intelligent surveillance system, enhancing security monitoring 
capabilities in sensitive environments. 

4. Implementation Aspects- Experiments and Results  

As AI & ML-based modelling is a data and computing-intensive process. The framework 
initially experimented with pre-trained models using YOLO v3[26]. Pre-trained modelling 
appears to be used for compressive AI & ML-based modelling employing the transfer-learning 
concept for hardware-constrained machines and to make smart computing accessible with less 
computational equipment as well for the creation of intelligent/smart systems. As far as 
results are concerned, current implementation and experiments are good enough to release 
the idea of a smart alerts system as the first document, so the paper is. Below Figure 
5(a,b),5(c,d) and 5(e,f) are the figures taken from the current results, more specifically, Figure 
5(a, c and e) are the frames from a small test video before processing, after processing the 
same frames (in Figure 5(b, d and f) showing the marking of some persons, ball, colored faces, 



firemore than a pre-set threshold value, in a single frame, the AI engine that is in back-end 
have detected it as one kind of anomaly of secure and sensitive zone violation and mapped to 
a formatted alert also propagate to the concerned. Based on the Smart-Vision and Object 
Detection system itself generation and propagating alerts to the concerned authorities or a 
control center. 

 

  
a. Pre-processed frame from a gathering  

 
b. Processed frame before a fight by 

gathering due to a ball Anomaly 
Detection & Alerting  

  
c. Pre-Processed Colored Gathering Sample 

Picture 
d. Colored / Hidden Crow Anomaly 

Detection & Alerting 

  
e. Fire and Crowd Symbolic Sample Picture f. Fire and Crowd Anomaly Detection & 

Alerting 
 

Figure 5 Experiments and Results’ Images  
 

5.  SUMMARY& FUTURE WORK 

This paper presents the implementation and testing of a new AI & ML-based self-alerting 
system designed for secure, red alert, or sensitive zones. The tested AI & ML-based Intelligent 
Surveillance Framework for Crowd Detection and Alerting represents a vital first step 



towards the creation of intelligent systems meant to ensure adherence to laws controlling 
crowd gatherings in areas with restricted access or during special events. Our platform offers 
a reliable method for identifying irregularities in crowds and promptly sending out alerts by 
utilizing cutting-edge artificial intelligence and machine learning algorithms. Furthermore, 
our implementation is part of a larger research and development project aimed at improving 
alerting and anomaly detection capabilities. While the logical outcomes of our current 
implementation seem promising, we recognize that more work needs to be done, especially to 
improve the system's analytical and logical reasoning skills. Subsequent research endeavors 
will center on enhancing the system's aptitude to identify intricate connections among 
identified objects and formulate well-informed judgments grounded in contextual data. 
Although there is still room for improvement, our system is still a useful tool for notifying 
relevant authorities when crowd sizes exceed pre-established thresholds, allowing for timely 
and appropriate reactions to possible security issues. Apart from security enforcement, our 
Intelligent Surveillance Framework has potential applications in multiple other sectors such as 
public safety, event management, and urban planning. Our goal is to provide a highly reliable 
and flexible solution by continuously improving our system's analytical skills and integrating 
feedback from real-world deployments. Furthermore, by laying the foundation for future 
developments in AI-driven surveillance systems, our framework opens the door to proactive 
approaches to danger detection and crowd management. 
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