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Abstract 

This study evaluates the efficacy of machine learning algorithms in enhancing intrusion detection systems (IDS) within 
IoT networks, focusing on logistic regression and deep neural network models. Initial findings reveal that without 
preprocessing, logistic regression performed poorly, underscoring the necessity of feature scaling and data balancing. 
Subsequent adjustments in these areas substantially improved the model's accuracy and F1-scores, demonstrating the 
critical importance of these preprocessing steps. Conversely, while a deep neural network achieved high accuracy, it 
struggled with a lower F1-score, highlighting challenges in achieving balance between precision and recall. The 
exploration of various preprocessing strategies, including feature importance, significantly contributed to refining the 
model's predictive capabilities. Future research directions include the development of advanced ensemble techniques to 
leverage diverse model strengths, optimization of deep learning models to better handle minority class predictions, and 
enhancement of real-time detection capabilities. Additionally, expanding the adaptability of these models across different 
IoT domains and configurations will be crucial for practical, real-world application. This study sets the groundwork for 
further advancements in IDS, aiming to bolster security measures across increasingly complex IoT environments. 
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1.   Introduction 

The Internet of Things (IoT) networks, representing a cutting-edge frontier in technology, encompass 
interconnected devices and sensors that revolutionize various sectors by collecting and sharing vast amounts 
of data, facilitating smart homes, healthcare innovations, and industrial automation. Despite the transformative 
benefits, these networks face significant security challenges due to a vast number of devices, which create a 
large attack surface for cybercriminals. Vulnerabilities, often due to lax security standards, expose IoT to 
potential large-scale attacks, raising concerns about data privacy and integrity. To mitigate these risks, 
advanced encryption, robust authentication mechanisms, machine learning for anomaly detection, and 
blockchain for decentralized ledgers are being employed to enhance security and data traceability. Intrusion 
Detection Systems (IDS) play a crucial role by monitoring and safeguarding data streams, ensuring device 
integrity amidst diverse standards and resource constraints. Nonetheless, challenges in standardization and 
security implementation persist, emphasizing the need for a balance between innovation and security in the 
ever-evolving IoT landscape [1][2].  
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In the domain of cybersecurity, the increasing number of network attacks and intrusions poses a grave threat 
to the availability and confidentiality of vital data in IOT. Intrusion detection systems, also known by their 
acronym IDS, are crucial to the security of IOT networks due to their capacity to identify and eliminate potential 
vulnerabilities. Most traditional IDS methods have primarily relied on singular classifier models to detect and 
categorize malicious activities. To effectively combat the ever-changing nature of today's cyber threats, we 
require protection measures that are both more intelligent and advanced.  

Ensemble methods have recently emerged as a possible intrusion detection solution. These methods combine 
numerous classifiers to attain greater precision and robustness. The fundamental idea underlying ensemble 
approaches is that the combination of several different classifiers can, when employed collectively, produce 
results that are superior to those produced by a single classifier used alone. Ensemble approaches aim to 
improve detection rates, reduce the number of false positives and false negatives, and provide robust defences 
against adversarial attacks. This is achieved by utilizing the knowledge and experience of many classifiers. 

                                                    
                                                                     Figure 1: Different challenges faced in IDS   

2.  IOT Security Challenges and solutions 
The Internet of Things (IoT) poses unique challenges due to its vast heterogeneity, scale, and resource 
constraints, necessitating specialized intrusion detection systems (IDS). IoT devices often have limited 
processing power, memory, and energy, which complicates the implementation of traditional, resource-
intensive IDS. To address this, lightweight and energy-efficient detection techniques are being developed to 
balance effective security with minimal resource use [3, 4]. Additionally, the IoT ecosystem's diversity in 
communication protocols, data formats, and architecture makes it difficult to implement a standard IDS that 
integrates seamlessly across all devices [6]. The sheer volume and complexity of IoT networks, potentially 
encompassing billions of devices, demand scalable intrusion detection solutions that employ distributed and 
parallel processing [7]. Furthermore, to ensure timely security responses, IDS must optimize for low-latency, 
real-time data analysis to quickly address threats [8]. Innovative research and development are crucial to forge 
IDS that are both effective and tailored to the specific needs of the expansive and diverse IoT environments, 
ensuring robust protection across varied deployments.  

A. Solutions and Techniques:  
Intrusion Detection Systems (IDS) for the Internet of Things (IoT) must evolve to meet the distinct challenges 
of the expansive and diverse IoT landscape. To achieve this, lightweight IDS agents are deployed directly on 
IoT devices, designed to minimize CPU and memory usage while effectively monitoring local network behavior, 



 

 

thus reducing data transmission to central systems and lessening the load on central processing, ideal for large-
scale implementations [9]. Decentralization is furthered by edge computing, which processes data close to its 
origin, decreasing latency and bandwidth needs and enhancing the capacity for rapid response in real-time 
applications [10]. Additionally, flow-based analysis focuses on network flow data to detect anomalies efficiently 
[11], while blockchain technology secures IDS logs with a decentralized and immutable ledger [12]. 
Collaborative IDS systems enhance security through shared intelligence among IoT devices, fostering a 
proactive defence approach [13]. Together, these strategies form a comprehensive framework that addresses 
resource constraints, heterogeneity, and complexity, ensuring robust and real-time threat detection and 
response across IoT networks. 

                                       
                                                   Figure 2: Different Types of network attacks faced by IoT  

 

B. Types of Attacks on IoT Devices:  
To enhance the security of Internet of Things (IoT) networks and mitigate potential cyberattacks, several key 
strategies are essential: Implementing robust authentication methods such as multi-factor authentication (MFA) 
and using strong cryptography can secure access to IoT devices and protect data exchanged [24]. Regularly 
updating software and firmware is crucial to address known vulnerabilities and counteract emerging threats, 
with automatic updates serving to reduce security gaps [25]. Network segmentation can effectively isolate 
critical systems and sensitive data, limiting the reach of potential attacks within the network [26]. Anomaly 
detection and traffic monitoring using IDS and machine learning can identify and respond to unusual activities 
swiftly, enhancing threat detection and network resilience [27]. Managing device identities ensures that only 
authorized devices can access the network, bolstering overall network security [28]. Additionally, ensuring the 
physical security of IoT devices through tamper-resistant hardware and controlled access prevents direct 
physical attacks [29]. Together, these measures provide a comprehensive approach to securing IoT ecosystems 
against a wide range of cyber threats.  

C. Solutions to Prevent IoT Network Attacks:  
To bolster the security of Internet of Things (IoT) networks against diverse cyber threats, several strategic 
measures can be implemented: Robust authentication techniques, such as multi-factor authentication (MFA) 
and strong encryption, ensure that only authorized users access IoT systems and protect data exchanges [24]. 
Regular software updates and patches mitigate known vulnerabilities, with automatic updates facilitating 
timely enhancements [25]. Network segmentation divides the network into manageable sections, isolating 
critical systems to minimize attack impact [26]. Continuous monitoring of network traffic through anomaly 
detection and IDS identifies and mitigates threats promptly, with machine learning enhancing detection 
capabilities [27]. Centralized device identity management controls network access by verifying each device's 



 

 

unique identifier [28]. Additionally, physical security measures like tamper-resistant hardware and secure 
enclosures protect against physical tampering [29]. Collectively, these strategies form a comprehensive defence 
framework, safeguarding IoT networks from both digital and physical security risks.  

D. Approaches to IoT Intrusion Detection through traffic monitoring and 
anomalies:  

Intrusion detection systems employing Behavioral Anomaly Detection, Signature-Based Detection, and 
Machine Learning-Based Detection methods significantly bolster network security by proactively identifying 
and mitigating potential threats. Behavioral Anomaly Detection sets a baseline behavior for IoT devices and 
networks, flagging substantial deviations as potential anomalies, thus detecting new or unknown threats [30]. 
Signature-Based Detection utilizes known patterns of attacks to identify threats but may falter against zero-day 
attacks which are unforeseen hazards [31]. Machine Learning-Based Detection leverages supervised and 
unsupervised learning to discern attack patterns from historical data, offering robust defences against 
sophisticated attacks [32]. 

These methods contribute to network security by enabling early identification of abnormalities, which helps 
detect potential breaches swiftly [30]. Recognizing suspicious behavior through continuous monitoring aids in 
real-time threat identification and response, essential for mitigating attacks like DoS and brute-force attempts 
[31]. Additionally, predictive capabilities help in safeguarding against DDoS attacks through traffic pattern 
analysis, facilitating preemptive responses to unusual traffic spikes [32]. They also enhance the detection of 
zero-day attacks by identifying atypical patterns indicative of such vulnerabilities [33]. Traffic monitoring helps 
in spotting insider threats by analyzing unusual data access or transfers, while the focus on behavioral 
deviations minimizes false positives, enhancing the accuracy of threat detection [34]. Moreover, these methods 
strengthen incident response and network resilience by allowing security teams to act quickly and adapt 
security measures dynamically, thus maintaining network functionality and ensuring business continuity [36, 
37]. Overall, integrating these advanced detection strategies into IDS ensures a comprehensive and adaptive 
security posture for networks, crucial for defending against a range of cyber threats [38]. 

E. Different Methods of Anomaly Detection   
Anomaly detection systems are crucial for identifying patterns or behaviors that deviate significantly from 
established norms in datasets, potentially indicating errors, odd occurrences, or security threats. These systems 
utilize a variety of methodologies, each suited to specific types of data and applications [41]. Statistical anomaly 
detection has gained popularity across many industries, employing tests like Dixon's Q-test and Grubbs' test 
for small datasets, and z-score methods for data with a normal distribution [39]. Machine learning-based 
detection leverages techniques like the Isolation Forest for handling anomalies in large datasets and One-Class 
SVM for cybersecurity and fraud detection [40]. Time-series anomaly detection, essential for IoT applications, 
uses methods like STL and Prophet to monitor data over time [42]. Unsupervised detection methods are 
invaluable when labeled data is scarce, utilizing density and cluster-based approaches for scenarios like fraud 
and intrusion detection [43]. Ensemble anomaly detection methods improve detection accuracy and reduce false 
positives by combining multiple approaches [44, 91, 92]. Network anomaly detection, critical for IoT security, 
employs flow-based, packet-based, and behavior-based analyses to safeguard systems [41]. The choice of 
anomaly detection system depends on the specific use case, dataset characteristics, and required complexity, 
with researchers and practitioners often combining methods to optimize results [45, 91, 92].  

3. Recent Works on IoT Intrusion Detection  
In recent years, there has been a great deal of research on intrusion detection using ensemble deep learning, 
and it has demonstrated great promise. In the process of detecting and mitigating network intrusions, the 
combination of ensemble methods and deep learning approaches has improved accuracy, resilience, and 
generalization capabilities. The following is a list of major research advances in this field:  

Researchers [46, 47, 91, 92] have investigated the possibility of combining multiple deep neural networks into 
a singular ensemble model to enhance intrusion detection. Ensemble models can capture multiple components 
of network traffic and identifying malicious activity. Either by training a variety of DNN architectures or by 
modifying the hyper parameters of specific networks, this is accomplished.   



 

 

In the guise of adversarial attacks, intrusion detection systems face a significant barrier. Researchers [48, 49] 
have investigated how ensembles of deep learning models can be made more resistant to such assaults. As a 
result of combining the predictions of numerous deep neural networks, ensemble models can enhance 
adversarial sample detection and mitigation. This helps to assure resilience against increasingly sophisticated 
intrusion attempts. In cross-domain intrusion detection scenarios, ensembles of deep learning have also been 
utilized [50, 91]. Transfer learning techniques permit the transfer of information from one domain to another, 
from a source domain (such as a labelled dataset) to a target domain (such as a distinct network environment). 
It is becoming increasingly crucial for ensemble models to effectively adapt and generalize their detection skills 
across domains, thereby enhancing their performance in novel intrusion detection scenarios.  

Recent research has placed a significant reliance on the interpretability of ensembles of deep-learning models 
employed in intrusion detection. Researchers [51] have investigated various methods for explaining the 
ensemble's decision-making process, allowing security analysts to comprehend and rely on the model's output. 
Various techniques, including attention processes, saliency maps, and rule extraction, have been implemented 
to enhance the explainability of ensemble models.  

The increasing prevalence of distributed networks has led to the emergence of federated learning as a 
potentially fruitful solution to the intrusion detection problem. Federated learning protects the privacy of users 
while leveraging the collective intelligence of distributed networks to improve the precision of intrusion 
detection [53]. This is achieved through the collaborative training of ensemble models across multiple network 
nodes without sharing raw data.  

Unbalanced datasets, in which the number of normal instances greatly outnumbers the number of invasions, 
pose a challenge for intrusion detection. Attempts have been made to address this issue by resolving class 
imbalance using ensemble deep-learning techniques. These methodologies may involve oversampling, under 
sampling, or hybrid techniques. Ensemble models have the potential to learn from the cases of the minority 
class, thereby enhancing their ability to detect intrusions with reliability [52].  

These findings demonstrate the potential of ensemble deep-learning methods in the field of intrusion detection. 
By combining the characteristics of deep learning architectures and ensemble approaches, researchers aim to 
develop robust, accurate, and adaptable intrusion detection systems. These systems will be able to manage cyber 
threats that are both complex and dynamic. Historically, academicians have utilized a variety of machine 
learning-based intrusion detection strategies. This section explains some of the most recent and pertinent:  

In a research paper (54), deep decision trees are proposed as a novel method for detecting network intrusion. 
The researchers construct a deep decision tree ensemble by combining numerous decision trees, each of which 
is trained on a distinct subset of characteristics. The ensemble's architecture enables it to capture intricate 
correlations between the characteristics of network traffic, resulting in improved detection precision. 
Experiments conducted on datasets obtained from real-world network environments demonstrated the 
effectiveness of the proposed method. Existing decision tree-based approaches were eclipsed by the new method 
in terms of detection rate and false alarm rate. The research demonstrates that deep decision trees have the 
potential to be an effective method for detecting intrusions in large and complex networks.  

In research paper [55], an enhanced version of the random forest method specifically tailored for intrusion 
detection is presented. The proposed method enhances the performance of the random forest classifier by 
integrating strategies for feature selection and parameter tuning. Experiments conducted on a benchmark 
dataset for intrusion detection demonstrate that the enhanced random forest outperforms both the classic 
random forest and other intrusion detection methods considered to be state-of-the-art. The research emphasizes 
the significance of fine-tuning parameters and selecting essential features in intrusion detection applications in 
order to achieve greater accuracy.  

The authors of a distinct study [56] propose an improved version of the Support Vector Machine (SVM) 
algorithm for intrusion detection. To improve the overall performance of the classifier, the modifications focus 
predominantly on fine-tuning the SVM parameters and optimizing the kernel functions. The evaluation 
performed on a real-world intrusion detection dataset demonstrates that the modified SVM model obtains a 



 

 

higher detection accuracy than the conventional SVM and other baseline approaches. Additionally, other 
baseline approaches are evaluated. According to the findings of the study, optimizing the parameters of a 
support vector machine (SVM) can result in significant improvements in detecting network intrusions and 
enhancing network security in general.  

An additional essential piece of research [57] describes an intrusion detection system based on deep learning 
and employing Convolutional Neural Networks (CNN) and k-means clustering to classify network traffic. The 
objective of the model is to discover complex representations and patterns concealed within the network traffic 
data. Experimental results obtained from a dataset containing real-world data demonstrate that the proposed 
CNN-based intrusion detection system outperforms extant machine learning techniques. This study emphasizes 
the potential of deep learning technologies, such as CNN, for efficient and accurate network intrusion detection 
in complex and dynamic environments.  

Sarrar and Al-turjman present a distributed intrusion detection system based on the K-Nearest Neighbors 
(KNN) algorithm in their paper [58]. Numerous nodes are utilized by the proposed system in order to process 
network traffic data and effectively identify anomalies. This method is intended to reduce computational 
overhead while enhancing scalability; as a result, it is suitable for use in environments with limited resources 
and a large scale. Experimental evaluations performed on datasets derived from the real world demonstrate that 
the distributed KNN-based system obtains accuracy comparable to that of centralized approaches while 
drastically reducing the processing time required. This research demonstrates the effectiveness of distributed 
KNN algorithms for intrusion detection in the Internet of Things (IoT) and other distributed network 
environments.  

Almarri et al. present a hybrid deep learning ensemble model for intrusion detection in their paper [59]. This 
model combines Naive Bayes with methods of deep learning. The hybrid model exploits the benefits that can 
be derived from both methods, such as the usability of Naive Bayes and the capacity for representation learning 
provided by deep learning. Experimental results on real-world datasets demonstrate that, in terms of detection 
accuracy, the hybrid model outperforms both conventional machine learning methods and distinct deep 
learning models. According to the findings of the study, the efficacy of intrusion detection can be improved by 
combining multiple methods.  

Zhang et al. [60] present an adaptive gradient boosting-based effective ensemble learning approach for 
intrusion detection. This algorithm is highly effective. The objective of the proposed technique is to optimize 
the performance of the ensemble model by dynamically adjusting the weights and learning rates during the 
boosting process. Using experimental assessments conducted on real-world datasets, the Adaptive Gradient 
Boosting-based ensemble has been shown to achieve superior levels of accuracy and robustness compared to 
conventional ensemble approaches. The research demonstrates the importance of employing adaptive learning 
strategies when creating efficient ensemble models for intrusion detection systems.  

In the landscape of Intrusion Detection Systems (IDS), recent studies have underscored the efficacy of various 
deep learning and machine learning models across diverse attack types, highlighting significant achievements 
in accuracy, recall, and precision metrics. In general, the cited studies cast light on the significance of 
sophisticated machine learning and ensemble methods for intrusion detection in a vast array of network 
contexts. The use of deep learning approaches, improved SVM and random forest algorithms, and hybrid models 
has yielded promising results, enabling the detection of network intrusions with greater precision and 
efficiency. These advancements contribute to the enhancement of the overall security posture of networked 
systems other than the Internet of Things. Researchers and practitioners in the field of intrusion detection can 
use these insights to create systems that are more efficient and reliable in their mission to safeguard vital 
network infrastructure. The following table I provides an exhaustive analysis of the numerous possible 
approaches:  

 

Table 1.  Results Obtained by different Preprocessing methods with Logistic Regression Classifier 



 

 

Reference  Classifier    Methodology    Outcome   Limitations  

 [54] (2020)  Decision 
Trees   

 Deep decision tree 
architecture for intrusion 
detection   

 Improved detection accuracy 
and reduced false positive  

-May suffer from 
overfitting   
-Less  effective  for high-
dimensional  

[55] (2021)  Random 
Forest   

 Improved random forest 
algorithm for intrusion 
detection   

 Enhanced accuracy and 
reduced  
detection time  

 - Ensemble size and 
complexity can impact 
computational resources  

[56] (2021)  Support 
Vector 
Machines 
(SVM)   

 Improved  SVM algorithm 
with feature selection  and  
kernel modification   

 Improved detection accuracy 
and reduced false  

-  Sensitivity to 
hyperparameter tuning  
-Requires labeled 
training  

[57] (2021)  Neural 
Networks   

 Convolutional  neural 
network (CNN) with k-
means clustering   

 Improved accuracy in network 
traffic  

 - Requires large 
amounts of labeled 
training data  

[58] (2022)  K-Nearest 
Neighbors 
(KNN)   

 Distributed intrusion 
detection using the KNN 
algorithm   

 Improved detection accuracy 
and reduced false  

 - Memory-intensive for 
large datasets 
Computationally 
expensive  

[59] (2022)  Naive 
Bayes   

 Hybrid deep learning 
ensemble with naive Bayes 
component   

 Enhanced detection accuracy 
and reduced false positives  

 - The assumption of 
feature independence 
may not hold true in 
complex datasets  

[60] (2022)  Ensemble-
Specific 
Classifiers   

 Adaptive Gradient Boosting 
algorithm for ensemble 
learning   

 Improved detection accuracy 
and reduced false positives  

 - Computationally 
intensive due to the 
sequential nature of 
boosting  

[61] (2023)  Ensemble 
Methods  

Random Forest, Decision 
Tree, Logistic Regression, 
and K-Nearest Neighbor 
with voting and stacking  

High accuracy of more than 
98.3%  

-Only one dataset used,  
-Deep Learning is not 
used.  
-only binary classifier is 
used while multi 
classifiers required in 
real life situations.  

[95] (2023)  Ensemble 
Methods  

The paper proposes an 
intrusion detection system 
based on stacked ensemble 
learning for IoT networks, 
achieving a high average 
accuracy rate of 99.68%.   

- Proposed IDS achieves high 
average accuracy rate of 
99.68%  
-Potential to improve security 
of IoT devices 

-Computational resource 
constraints of IoT 
devices  
- Production cost 
limitations of IoT 
Devices 

[96](2023)  Ensemble 
Methods  

- Recursive Feature 
Elimination (REE) with KDD 
99 dataset  
- Hyper parameter tuning 
and ensemble learning  

- Performance of IDS assessed 
using evaluation metrics.  
- Hyper parameter tuning and 
ensemble learning used for 
improvement.  

- New large dataset such 
as IoTID23 need to be 
evaluate on the existing 
methods  

[97](2023)  Ensemble  
Methods  

- PCC-CNN model for 
anomaly detection - 
Traditional PCC-ML models 
for comparison  

- Best accuracy achieved by 
KNN and CART models: 98%, 
99%, and 98%  
- Proposed PCC-CNN model 
achieved detection accuracy of 
99.89%  

- New large dataset such 
as IoTID23 need to be 
evaluate on the existing 
methods 

[98](2023)  Ensemble  
Methods  

- Light Gradient Boosting 
Machine (LGBM) classifier   
- Multi-class classification 
with LGBM classifier  

- Proposed method achieved 
the highest classification 
performance in the literature.  
- Proposed method effective in 
preventing cyber-attacks.  

 - New large datasets 
such as IoTID23 need to 
be evaluated on the 
existing methods 



 

 

[99](2023)  Ensemble  
Methods  

- Random Forest (RF) for 
dimensionality reduction - 
Ensemble learning method 
for intrusion detection and 
identification  

 -  Proposed RF method 
outperformed other 
approaches   
- Achieved accuracy of 99% on 
IoTID20 dataset  

 - New large datasets 
such as IoTID23 need to 
be evaluated on the 
existing methods 

[100](2023)  Ensemble  
Methods  

- Hybrid CatBoost regression 
model  
- IDS2017 dataset  

- The proposed system 
achieved 92.5% accuracy. 
- The system was compared 
with various state-of-the-art 
approaches.  

-Old dataset  

[101](2023)  Ensemble  
Methods  

Copilot couldn't generate the 
response. Please try again 
after some time.  

- Accuracy detection rate: 98% 
- F1-score: 92% (multi-class 
attacks)  

- Existing IDS 
approaches are not 
suitable for IoT traffic. - 
Constrained nature of 
IoT devices.  

[102](2023)  Ensemble  
Methods  

- Deep Learning-based 
intrusion detection system  
- Four-layer deep Fully 
Connected network 
architecture  

- Average accuracy of 93.74% 
 -Precision, recall, and F1-score 
of 93.71%, 93.82%, and 93.47% 
respectively.  

-old dataset  

[103](2023)  Ensemble  
Methods  

- IVD-IMT algorithm under 
Artificial Immune System 
(AIS) based Intrusion 
Detection System (IDS)  
- Tuning input parameters 
using synthetic datasets and 
NSL-KDD dataset  

-  Improved variable-sized 
detector generation algorithm 
for healthcare  
- Emphasis on lowering false 
alarm rate without  
compromising detection rate  

-old dataset 

[104](2023)  Ensemble  
Methods  

- Distributed processing and 
feature selection on IoT data 
- Deep learning with 
Recurrent Neural Networks 
(Simple RNN and Bi-
directional LSTM)  

- Feature selection reduced 
dataset size by 90% - Models 
achieved higher recall rate 
with reduced feature space  

-  Communication 
overheads due to large 
volume of IoT data - 
Computation 
requirements for deep 
learning models  

 
 

F. Research Gaps Identified from Literature Review 
Based on our review of the pertinent literature, we have identified the following research gaps in current 
intrusion detection systems.  

Resilience Against Adversarial Attacks: The IDS must be able to withstand attacks by adversaries attempting 
to deceive or manipulate the system. There are research voids in the development of defence mechanisms, such 
as adversarial training, robust feature representations, and anomaly detection techniques, to increase the IDS's 
resistance to adversarial attacks [62].  

Unbalanced datasets, in which the number of normal instances vastly outnumbers the number of intrusion 
instances, pose a challenge for intrusion detection systems (IDS). To eliminate biases and improve the detection 
of rare incursions, it is necessary to conduct research on methods for managing imbalanced data, such as 
oversampling, under sampling, and hybrid approaches [63]. These methods consist of oversampling, under 
sampling, and hybrid techniques.  

Methods for Protecting the Privacy of Users Intrusion detection systems frequently require access to sensitive 
network data, raising privacy concerns. There are research gaps in the development of privacy-preserving 
strategies, such as federated learning, secure multiparty computation, and differential privacy, in order to 
facilitate collaborative intrusion detection while protecting the privacy of the data sources [64]. Federated 
learning, secure multiparty computation, and differential privacy are some of these techniques.  



 

 

Integration and Deployment in the Real World: Even though research has increased the capabilities of IDS, 
there is a deficiency in the deployment and incorporation of these systems in complex network environments. 
To effectively integrate IDS into operational networks, research should concentrate on the development of 
approaches and frameworks that account for the networks' heterogeneity, interoperability, and scalability [65].  

These references provide a foundational understanding of current research efforts and pinpoint where further 
exploration and development are needed to fill the identified gaps in the field of IoT cyber-attack detection 
using machine learning. It will be possible to further enhance the capabilities of intrusion detection systems by 
addressing these research gaps and problems. This will enable the detection and mitigation of network 
intrusions to be conducted in a more resilient, accurate, and efficient manner. Although there are many research 
gaps, we have identified based on literature review but our focus in this study will be on robustness of the 
system (Resilience against the adversaries), unbalanced datasets, different feature engineering methods and 
techniques to improve the accuracy and robustness of the IDS targeting the first two research gaps only 
considering the wide scope of the research gaps. 

4. The Proposed Methodology for IOT Threat Detection with Feature 
Engineering 
Intrusion detection systems (IDS) are critical for detecting and mitigating malicious activities in computer 
networks, increasingly utilizing ensemble machine learning techniques to enhance detection accuracy. The 
proposed methodology encompasses several steps outlined in Figure 2, starting with data pre-processing and 
feature engineering. This involves collecting network traffic data, handling missing values, scaling numerical 
features, encoding categorical variables, and employing feature selection techniques like correlation analysis 
and recursive feature elimination to identify and engineer pertinent features [65]. The next step addresses data 
balancing in inherently imbalanced intrusion detection datasets, using methods like random oversampling, 
under-sampling, Synthetic Minority Over-Sampling Technique (SMOTE), and Adaptive Synthetic Sampling 
(ADASYN) to mitigate bias towards the majority class [66,67]. Ensemble techniques are then applied to improve 
overall performance by leveraging the strengths of various classifiers through methods such as voting, Bagging, 
Random Forest, boosting with AdaBoost and GBM, and stacking with a meta-classifier [66-70]. A deep learning 
ensemble approach is considered for future enhancement of system accuracy and resilience. Model evaluation 
is conducted via split datasets or cross-validation, utilizing metrics like accuracy, precision, recall, F1-score, and 
AUC-ROC to assess performance [79]. The methodology concludes with model optimization through hyper 
parameter tuning using grid search and Bayesian optimization, followed by real-time implementation and 
monitoring of the IDS in network environments. 

 
Figure 3: A model for intrusion detection with feature engineering 

A.  Feature Engineering for Selection and Optimization in IDS  
Feature engineering techniques are invaluable for enhancing the functionality of Intrusion Detection Systems 
(IDS) by transforming input features into a lower-dimensional space while preserving essential information, 
thus optimizing the feature selection process and boosting the efficiency of IDS [93, 94]. Techniques such as 
Principal Component Analysis (PCA) and t-Distributed Stochastic Neighbor Embedding (t-SNE) reduce the 



 

 

dimensionality of data, minimizing computation time and curbing overfitting in high-dimensional feature 
spaces. This dimensionality reduction not only retains critical information but also decreases noise and 
redundancy. Feature embedding also illuminates the significance of various features, aiding in discerning which 
characteristics are most indicative of normal versus anomalous activities, thereby guiding feature selection 
towards those that are most informative for detecting intrusions. Moreover, these methods enhance data 
representation by capturing complex inter-feature relationships that may not be visible in the original dataset, 
which can significantly improve machine learning model performance. Additionally, feature embedding can be 
integrated with optimization methods like grid search or Bayesian optimization to refine IDS classifier 
performance. It also addresses the challenge of imbalanced datasets common in intrusion detection by creating 
a more balanced feature space representation, facilitating more effective anomaly detection. Furthermore, 
embedding from related tasks or datasets can be applied to intrusion detection through transfer learning, 
especially useful when labeled data is scarce. Lastly, interpretable embedding methods like t-SNE enable 
security analysts to better understand and visualize the relationships within the data, offering valuable insights 
into intrusion patterns and supporting informed decision-making in cybersecurity operations. 

B.  Different Benchmarked Public Datasets for Machine Learning Based 
Threat  

      Detection 
This section describes three significant datasets used for intrusion detection system (IDS) evaluation, each with 
unique characteristics tailored to specific network environments. The UNSW-NB15 dataset [106], generated 
from real network traffic at a university, includes training and testing data that features labels indicating normal 
or attack states, making it a modern, large-scale dataset suitable for evaluating various IDS techniques. 
However, it may require feature engineering to optimize usage. The CIC-IDS2017 dataset [107], created from a 
real-world IoT environment, focuses on IoT network traffic and is presented across multiple CSV files. This 
dataset offers a glimpse into IoT network intrusion scenarios but demands significant data pre-processing and 
domain-specific expertise due to its diversity and recency. Lastly, the CCIoT2023 dataset [105] stands out as the 
largest in terms of the number of devices (105) used to establish the network topology and the variety of attacks 
(33), classified into seven categories, making it highly relevant for current IoT security research. It includes 
attacks carried out using IoT devices like Zigbee and Z-wave, emphasizing the complexity and evolving nature 
of network security threats. 

5. Feature Selection using Feature Importance using  
1. Dataset Selection  
For our case study we have used the latest and most comprehensive and realistic dataset CCIoT2023. This 
dataset designed for evaluating the performance of machine learning algorithms in the context of IoT network 
security. It comprises a substantial volume of 1,048,575 records, enriched with 47 distinct features. This dataset 
is structured to include a wide variety of IoT network threats, featuring 34 different attacks that are categorized 
into 8 classes, illustrating a diverse range of security challenges against IoT devices. Unique to this dataset is 
its use of actual IoT devices both as attackers and victims within a meticulously constructed network topology 
that mirrors real-world IoT environments. This setup not only enhances the realism of the dataset but also aids 
in understanding the dynamics of IoT-specific vulnerabilities and attack vectors. The CCIoT2023 dataset is 
specifically designed for training and testing machine learning models to classify and detect IoT network traffic 
as either malicious or benign, making it an invaluable resource for researchers and practitioners working to 
fortify IoT networks against emerging security threats. 

 

2. Preprocessing of the dataset 
In addressing data preprocessing challenges such as handling missing values (NaNs), scaling features, and 
managing data imbalances, we observed a significant variance in records per threat class, ranging from 281 to 
163,281, highlighting the dataset's severe imbalance. To mitigate this issue, we initially sampled each class to 
uniformly include only 10,000 records. The dataset was divided into training (80%) and validation (20%) sets to 
facilitate effective model training and evaluation. Using logistic regression on this balanced subset yielded a 
low Accuracy of 18.37% and an F1 Score of 10.87%. Recognizing the need for further preprocessing, we applied 
a standard scaler to normalize the feature values across a consistent range. Additionally, we employed the 
Synthetic Minority Over-Sampling Technique (SMOTE) to enhance the representation of minority classes, 
inflating each to 10,000 records. Consequently, the total number of records for our experiments increased to 
340,000. These adjustments significantly improved model performance, with the revised logistic regression 



 

 

model achieving an Accuracy of approximately 70.98% and an F1 Score of 70.75%. This illustrates the critical 
impact of comprehensive preprocessing and balancing strategies on the effectiveness of predictive models in 
handling highly imbalanced datasets. 

 

3. Feature Engineering with Permutation importance 
We then use the feature importance concept (permutation importance) which is a technique used to assess the 
significance of features in a predictive model, applicable across various model types due to its model agnostic 
nature. The process involves training a model and establishing a baseline performance using an appropriate 
metric like accuracy or mean squared error. Then, each feature's values are shuffled individually to disrupt their 
relationship with the target, and the model's performance is re-evaluated. The decrease in performance 
indicates the feature's importance, with a significant drop suggesting a high reliance by the model on that 
specific feature. This method is straightforward and helps in understanding feature interactions, but it can be 
influenced by randomness, especially in small datasets or when features are highly correlated, potentially 
leading to inflated importance of redundant features. Permutation importance thus offers a practical approach 
to determine which features most affect a model’s predictions, providing valuable insights for feature selection 
and model refinement. 

 

4.  Results and Discussion 
Utilizing the permutation importance technique with the `eli5` library, we identified the most influential 
features within our dataset, successfully reducing the number of features from 47 to 28. This reduction, focusing 
only on features impacting results by more than 1%, not only significantly decreased execution time but also 
improved model performance. As a result of this feature selection, we achieved a higher Accuracy of 75.18% 
and an F1 Score of 73.20%. Notably, this F1 Score surpasses the outcome reported in the main paper of 
CCIoT2023, which documented an F1 Score of only 67% using a deep neural network. While this represents a 
substantial improvement in model precision and recall, the accuracy, although improved, still remains an area 
for potential enhancement. This demonstrates the effectiveness of targeted feature reduction in enhancing 
model efficiency and performance in complex datasets. 

Table 2.  Results Obtained by different Preprocessing method with Logistic Regression Classifier 

 

 
 
 
 
 
 
 
 
 
 

 

 

 
 
 The table II compares the performance of logistic regression under various configurations and a deep neural 
network on certain metrics. Initially, logistic regression without feature scaling showed poor performance with 
an Accuracy of 18.37% and an F1-Score of 10.87%, indicating substantial issues in handling raw data. 
Improvement was seen when data balancing techniques were applied, with the model's Accuracy and F1-Score 
rising to 70.98% and 70.75%, respectively, demonstrating the effectiveness of addressing class imbalance. Further 
enhancement was achieved through the use of feature importance to selectively reduce the number of features, 
which led to even better results with an Accuracy of 75.18% and an F1-Score of 73.20%, highlighting the benefits 
of focusing on relevant features. In contrast, the deep neural network, while achieving the highest Accuracy at 
98.61%, had a lower F1-Score of 67.23% according to reference [105] from the CICIoT 2023 paper. This suggests 
that while the network was highly accurate overall, it struggled more with the balance between precision and 

Algorithm Accuracy F1-Score 

Logistic Regression 
without Scaling 

18.37% 10.87% 

Logistic Regression with 
Data Balancing 

70.98% 70.75% 

Logistic Regression with 
feature importance 

75.18% 73.20% 

Deep Neural network 
[CICIoT 2023 paper ref. 

[105] 

98.61% 67.23% 



 

 

recall, especially in classifying minority classes effectively compared to some configurations of logistic 
regression. 

 
Figure 4: Different Pre-processing method outcome with Logistic Regression Classifier 

 

6.  Conclusion 
This discussion underscores the significant impact that proper preprocessing and model configuration can have 
on the performance of machine learning algorithms for intrusion detection in IoT networks. Initial attempts 
using logistic regression without scaling demonstrated suboptimal performance, which was markedly improved 
through strategic adjustments such as feature scaling, data balancing, and the application of feature importance 
techniques. These modifications helped elevate the model's accuracy and F1-score significantly, reflecting the 
critical importance of feature normalization and balanced training sets in enhancing model efficacy. However, 
while logistic regression models showed notable improvements, the deep neural network presented a mixed 
outcome; it achieved high accuracy but a relatively lower F1-score, indicating an area where the model might 
be failing to effectively balance precision and recall, particularly in the context of minority class predictions. 

 

7.  Future Directions 
Going forward, several avenues appear promising for further research and development: 

1. Advanced Ensemble Techniques: Exploring more sophisticated ensemble methods that could combine 
the strengths of different underlying models might provide a pathway to both high accuracy and high F1-
scores, ensuring robustness across various types of network intrusion scenarios. 

2. Deep Learning Optimization: Given the high accuracy but lower F1-score of the deep neural network, 
there is a clear opportunity to refine these models, possibly by integrating techniques such as cost-sensitive 
learning or advanced oversampling methods tailored for deep learning to enhance minority class 
recognition. 

3. Feature Engineering and Selection: Continued efforts in feature engineering and more dynamic feature 
selection methods could yield further improvements. Machine learning models can benefit from ongoing 
refinement of input features, possibly through automated feature engineering techniques that evolve based 
on emerging threat patterns. 

4. Real-Time Detection Capabilities: Enhancing the real-time detection capabilities of IDS systems through 
the integration of streaming data models and incremental learning could help in effectively tackling the 
latest threats as they occur in IoT environments. 

5. Cross-Domain Adaptability: Investigating the adaptability of the developed models across different IoT 
domains and network configurations would be valuable, ensuring that the solutions are not only effective 
in controlled test environments but also in diverse real-world settings. 

By pursuing these directions, future research can continue to push the boundaries of what is possible in     
intrusion detection, ultimately leading to more secure and resilient IoT networks. 
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