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Abstract
Despite significant advancements in deep learning for sequence forecasting, neural models are typically
trained only on data, and the incorporation of high-level prior logical knowledge in their training is still
an hard challenge. This limitation hinders the exploitation of background knowledge, such as common
sense or domain-specific information, in predictive tasks performed by neural networks. In this work,
we propose a principled approach to integrate prior knowledge in Linear Temporal Logic over finite
traces (LTL𝑓) into deep autoregressive models for multistep symbolic sequence generation (i.e., suffix
prediction) at training time. Our method involves representing logical knowledge through continuous
probabilistic relaxations and employing a differentiable schedule for sampling the next symbol from
the network. We test our approach on synthetic datasets based on background knowledge in Declare,
inspired by Business Process Management (BPM) applications. The results demonstrate that our method
consistently improves the performance of the neural predictor, achieving lower Damerau-Levenshtein
(DL) distances from target sequences and higher satisfaction rates of the logical knowledge compared to
models trained solely on data.
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1. Introduction

This paper addresses the problem of suffix prediction by exploiting both data and prior logic
temporal knowledge. The task of suffix prediction is particularly important in Business Process
Management (BPM) for forecasting the future of a process trace, enabling resource allocation,
and the anticipation of future steps in a process based on historical data.

Recently, there has been significant interest in employing deep learning techniques for suffix
prediction in BPM [1], involving the use of Recurrent Neural Networks (RNNs) [2], Transformers
[3], and Deep Reinforcement Learning algorithms [4]. Despite the significant advancements
in machine learning and deep learning, some studies show how deep models can surprisingly
fail to satisfy even the most basic logical constraints [5] [6] derived from commonsense or
additional domain-knowledge. This occurs because these models are trained solely on data,
with the integration of logical knowledge into the training process remaining an open challenge.
Due to this, while in many application fields, such as BPM, both data and logical knowledge
about the process are often available, the latter remain typically unused. This work explores a
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novel approach, aimed at bridging this gap, by taking advantage of prior knowledge expressed
in Linear Temporal Logic over finite traces (LTL𝑓), when training a deep generative model for
suffix prediction.

Very few methods incorporate logical knowledge into deep sequence generation [6, 7].
Specifically, STLnet [6] employs specifications in Signal Temporal Logic on continuous temporal
sequences for applications other than BPM, however, the attempt to apply it to our domains
produced poor results. On the other hand, Di Francescomarino et al. [7] apply their method
to suffix prediction in BPM but use background knowledge only at test time, employing a
variant of beam search that also takes into account the temporal formula modeling some process
properties. Thus, the proposed method does not fully integrate background knowledge into
the training process but, rather, a smart way to query the pre-trained network, considering the
LTL𝑓 specification. Interestingly, though, this approach can be seamlessly combined with ours,
to further maximize constraint satisfaction.

Our contribution is a method to integrate the knowledge of certain process properties,
expressed in LTL over finite traces (LTL𝑓), into the training process of a sequence neural
predictor. This enables us to leverage both these sources of information –data and background
LTL𝑓 knowledge– at training time. Specifically, we achieve this by defining a differentiable
counterpart of the LTL𝑓 knowledge and leveraging a differentiable sampling process known as
Gumbel-Softmax trick [8]. By utilizing these two elements, we define a logical loss function
that can be used in conjunction with any other loss employed by the predictor. This ensures
that the network learns to generate traces similar to those seen in the training dataset and to
satisfy the given temporal specifications at the same time. Through preliminary experiments on
synthetic data, we show that incorporating our loss function at training-time results, for RNN
models, in predicted suffixes that feature both a lower Damerau-Levenshtein (DL) distance [9]
from the target suffixes and a higher rate of satisfaction of the LTL𝑓 constraints.

We observe that, although grounded here on a typical BPM task, our approach can be applied
to any scenario involving multi-step symbolic sequence generation through deep learning
models, thus making the main results of this work potentially of general interest to the wider
audience focusing on Machine Learning and, in particular, neurosymbolic AI.

2. Related Work

Recently, there has been significant interest in employing deep Neural Networks (NN) in
predictive monitoring of business processes, for tasks such as next activity prediction, suffix
prediction, and attribute prediction [1]. Despite significant advances in the field, nearly all works
rely on training these models solely on data without utilizing any formal prior knowledge about
the process. They mainly focus on two aspects: (i) enhancing the neural model, ranging from
RNNs [10, 11, 7, 12], Convolutional NN (CNN) [13], Generative Adversarial Networks (GANs) [14,
12], Autoencoders [12], and Transformers [12]; and (ii) wisely choosing the sampling technique
to query the network at test time to generate the suffix, mostly using greedy search [10], random
search [11], or beam search [7], and more recently, policies trained with Reinforcement Learning
(RL) [15, 4]. Among all these works, only one exploits prior process knowledge [7], expressed as
a set of LTL formulas, but it uses this knowledge only at test time, modifying the beam search



sampling algorithm to select potentially compliant traces with the background knowledge.
In this work, we take a radically different approach by introducing a principled way to

integrate background knowledge in LTL𝑓 with a deep NN model for suffix prediction at training
time. This is based on defining a logical loss that can be combined with the loss of any
autoregressive neural model and any sampling technique at test time, that draws inspiration
from the literature in Neurosymbolic (NeSy) AI [16]. In this field, many prior works focus on
exploiting temporal logical knowledge in deep learning tasks, but none have been used for
multi-step symbolic sequence generation. T-leaf [17] creates a semantic embedding space to
represent both formulas and traces and uses it in tasks such as sequential action recognition
and imitation learning, which do not involve multi-step prediction. [18] modifies Logic Tensor
Networks (LTN) [19] to integrate LTL𝑓 background knowledge in image sequence classification
tasks rather than generative tasks. STLnet [6] adopts a student-teacher training scheme where
the student network proposes a suffix based on the data, that is corrected by the teacher network
to satisfy the formula. This work uses Signal Temporal Logic (STL) formulas and is applied to
continuous trajectories rather than discrete traces. Our attempts to apply it to discrete data
and LTL𝑓 formulas translated into STL yielded poor results, as the resulting STL formulas were
extremely challenging for the framework to handle.

Our work is the first to integrate temporal knowledge in the generation of multi-step symbolic
sequences. It is based on encoding LTL𝑓 formulas using a matrix representation that we
previously used for very different tasks –such as learning RL policies for non-Markovian tasks
[20] and inducing automata from a set of labeled traces [21]– that we adapt here for use in the
generative task of suffix prediction.

3. Background and Notation

Linear Temporal Logic and Deterministic Finite Automata Linear Temporal Logic (LTL)
[22] is a language which extends traditional propositional logic with modal operators. With the
latter we can specify rules that must hold through time. In this work we use LTL interpreted
over finite traces (LTL𝑓) [23], which model finite, but length-unbounded process executions,
and is thus adequate for finite-horizon problems. Given a finite set 𝑃 of atomic propositions,
the set of LTL𝑓 formulas 𝜙 is inductively defined as follows:

𝜙 ∶∶= ⊤ ∣ ⊥ ∣ 𝑝 ∣ ¬𝜙 ∣ 𝜙 ∧ 𝜙 ∣ 𝑋𝜙 ∣ 𝜙𝑈 𝜙, (1)

where 𝑝 ∈ 𝑃. We use ⊤ and ⊥ to denote true and false respectively. 𝑋 (Strong Next) and 𝑈
(Until) are temporal operators. Other temporal operators are: 𝑁 (Weak Next) and 𝑅 (Release)
respectively, defined as 𝑁𝜙 ≡ ¬𝑋¬𝜙 and 𝜙1𝑅𝜙2 ≡ ¬(¬𝜙1𝑈¬𝜙2); 𝐺 (globally) 𝐺𝜙 ≡ ⊥𝑅𝜙 and 𝐹
(eventually) 𝐹𝜙 ≡ ⊤𝑈𝜙. A trace 𝑥 = [𝑥(1), 𝑥(2), … , 𝑥(𝑙)] is a sequence of propositional assign-
ments to the propositions in 𝑃, where 𝑥(𝑡) ⊆ 𝑃 is the set of all and only propositions that are true
at instant 𝑡. Additionally, |𝑥 | = 𝑙 represents the length of 𝑥. Since every trace is finite, |𝑥 | < ∞ and
𝑥 ∈ (2𝑃)∗. If the propositional symbols in 𝑃 are all mutually exclusive, e.g. the domain produces
one and only one symbol true at each step, we have that 𝑥(𝑡) ∈ 𝑃. As customary in BPM, we
make this assumption, known as the Declare assumption [24]. By 𝑥 ⊨ 𝜙 we denote that the trace
𝑥 satisfies the LTL𝑓 formula 𝜙. We refer the reader to [23] for a formal description of the LTL𝑓



semantics. Any LTL𝑓 formula 𝜙 can be translated into a Deterministic Finite Automaton (DFA)
[23] 𝐴𝜙 = (Σ, 𝑄, 𝑞0, 𝛿 , 𝐹 ), with Σ the automaton alphabet, 𝑄 the finite set of states, 𝑞0 ∈ 𝑄 the
initial state, 𝛿 ∶ 𝑄 × Σ → 𝑄 the transition function and 𝐹 ⊆ 𝑄 the set of final states, s.t. for a
trace 𝑥 ∈ 2𝑃, we have that 𝑥 ∈ 𝐿(𝐴𝜙) iff 𝑥 ⊨ 𝜙, where 𝐿(𝐴𝜙) denotes the language (of words)
accepted by 𝐴𝜙. Depending on whether the Declare assumption holds or not, Σ can be 𝑃 or 2𝑃,
respectively. In our case, the former holds.

Deep Autoregressive Models and Suffix Prediction Deep autoregressive models are a
class of deep learning models that automatically predict the next component in a sequence by
using the previous elements in the sequence as inputs. These models can be applied to both
continuous and categorical (symbolic) data, finding applications in various generative AI tasks
such as Natural Language Processing (NLP) and Large Language Models (LLM) [25, 26], image
synthesis [27, 28], and time-series prediction [29]. They encompass deep architectures such as
RNNs and Transformers and, in general, any neural model capable of estimating the probability

𝑝(𝑥(𝑡) ∣ 𝑥(1), 𝑥(2), … , 𝑥(𝑡−1)) = 𝑝(𝑥(𝑡) ∣ 𝑥<𝑡) (2)

where 𝑥 = [𝑥(1), 𝑥(2), … , 𝑥(𝑙)] is a sequence of data. Its probability can be calculated as

𝑝(𝑥) =
𝑙

∏
𝑖=1

𝑝(𝑥(𝑖) ∣ 𝑥(<𝑖)) (3)

In suffix prediction in BPM, given a subsequence (or prefix) of past events 𝑝𝑡 = [𝑒(1), 𝑒(2), … , 𝑒(𝑡)]
that the process has produced up to the current time step 𝑡, with 𝑒(𝑖) in a finite set of activities
𝒜, we aim to complete the trace by generating the sequence of future events, called also suffix
𝑠𝑡 = [ ̃𝑒(𝑡+1), ̃𝑒(𝑡+2), … ]. Note that we denote ground-truth events observed in the domain as 𝑒
and predicted events as ̃𝑒, that may in general deviate from actual future events. This task can
also be accomplished using autoregressive models, by choosing at each step the most probable
next event according to the neural network, concatenating it with the prefix, and continuing
to predict the next event in this manner until a special end-of-trace symbol is predicted or the
trace has reached a maximum number of steps 𝑇. We denote the trace obtained in this way as
𝜎̃ = 𝑝𝑡 + 𝑠𝑡, with:

̃𝑒(𝑘) = argmax
𝑎∈𝒜

𝑝( ̃𝑒(𝑘) = 𝑎 ∣ 𝑒(1), … , 𝑒(𝑡), ̃𝑒(𝑡+1), … , ̃𝑒(𝑘−1)) 𝑡 < 𝑘 ≤ 𝑇 (4)

This method of generating the suffix is a greedy search strategy and generally may not produce
the most probable suffix, e.g., the trace that maximizes the probability in Equation 3. Other
non-optimal sampling strategies commonly used for this task include Beam Search, Random
Sampling, and Temperature Sampling [4].

4. Method

Our method assumes an autoregressive neural model to estimate the probability of the next
event given a trace of previous events (Equation 2). For explanation purposes, we consider a



simple RNN-based next-activity predictor, where:

ℎ(𝑡) = 𝑓 (𝑒(𝑡), ℎ(𝑡−1); 𝜃𝑓)
𝑦 (𝑡) = 𝑔(ℎ(𝑡); 𝜃𝑔)

(5)

where 𝑒(𝑡) ∈ [0, 1]|𝒜 | is the event of the trace at time 𝑡 encoded as one-hot vector. ℎ(𝑡) ∈ ℝ𝑑ℎ is the
hidden state of the RNN, a continuous vector representation of past events in the trace having
size 𝑑ℎ. 𝑓 ∶ [0, 1]|𝒜 | × ℝ𝑑ℎ → ℝ𝑑ℎ is a parametric recursive function calculating the current
hidden state ℎ(𝑡) given the previous one ℎ(𝑡−1) and the current event 𝑒(𝑡) as input. We denote its
learnable parameters as 𝜃𝑓. Finally 𝑔 ∶ ℝ𝑑ℎ → [0, 1]|𝒜 | is the learnable function, with parameters
𝜃𝑔, mapping the hidden state to the probability vector of the next event 𝑦 (𝑡). Function 𝑓 and 𝑔
can be implemented by an RNN and a multi-layer perceptron (MLP), respectively, as shown in
Figure 1. The model parameters are usually trained with a supervised loss 𝐿𝒟 evaluated on a
dataset of 𝑁 ground truth traces 𝒟 = {𝜎1, 𝜎2, … , 𝜎𝑁} recorded observing the process. The loss
formulation for a trace 𝜎𝑘 ∈ 𝒟 of length 𝑙 is as follows:

𝐿𝒟(𝜎𝑘, 𝜃𝑓, 𝜃𝑔) =
1
𝑙

𝑙
∑
𝑡=1

crossentropy(𝑔(ℎ(𝜎≤𝑡𝑘 )), 𝜎 𝑡+1𝑘 ) (6)

This loss teaches the network to produce the next symbol in the trace to mimic as closely as
possible the data contained in the dataset. In our method, this loss is combined with a logic loss
𝐿𝜙, which imposes the satisfaction of prior knowledge in the following way

𝐿 = 𝛼𝐿𝒟 + (1 − 𝛼)𝐿𝜙 (7)

where 𝛼 is a constant chosen between 0 and 1 balancing the influence of each loss on the training
process.

4.1. Logic Loss Calculation

We assume known certain process properties that need to be enforced at training time. Such
properties, which constitute the background (or prior ) knowledge we have about the process,
are expressed as an LTL𝑓 formula 𝜙 and constitute the basis for defining the logic loss 𝐿𝜙.

Essentially, 𝐿𝜙 estimates the probability that the suffix generated by the RNN satisfies 𝜙 and
is enforced to be as close as possible to 1. Observe that, while the supervised loss in Equation
6 takes into account only the next-step prediction, the satisfaction of 𝜙 must be checked over
the entire predicted trace, which is produced by querying the network multiple times. This
is because compliance of the trace to 𝜙 can be evaluated only one the complete trace. Indeed,
the fact that the predicted partial trace 𝜎̃ satisfies (or violates) 𝜙 before termination does not
preclude the entire predicted trace from violating (or satisfying) 𝜙.

Additionally, notice that the next-activity predictor is trained with perfectly one-hot (or
symbolic) data and produces a (continuous) probability vector as output, which may be very
different from a one-hot vector. Therefore, we cannot directly feed the network with the
probabilities predicted in previous steps, as this may generate unexpected outputs. Instead,
we need to sample from these probabilities, in order to produce one-hot vectors again. At



Figure 1: Logic loss computation by using a differentiable procedure for both suffix generation and
formula evaluation. The violet arrows represents connections that are interested by backpropagation of
the loss, and the elements highlighted with a red border are the modules whose parameters are affected
by the logic loss.

the same time, this sampling process needs to guarantee differentiability, so as to ensure
backpropagation’s applicability.

The calculation of the logic loss is exemplified in the following steps:

1. given a prefix 𝑝𝑡, generate a suffix 𝑠𝑡 that is at the same time: (i) very probable according
to the network; (ii) differentiable; and (iii) at least nearly symbolic, i.e., as close as possible
to a one-hot vector;

2. calculate the probability that the predicted trace 𝜎̃ = 𝑝𝑡 + 𝑠𝑡 satisfies 𝜙 through a differen-
tiable procedure;

3. enforce maximization of the obtained probability.

Given the differentiability of both the knowledge evaluator and the sampling process, the
loss can be backpropagated through the suffix and influence the parameters 𝜃𝑓 and 𝜃𝑔 of the
next activity predictor.

Differentiable Suffix Generation To sample the next activity ̃𝑒(𝑡+1) from the probability
distribution returned by the neural network 𝑦 (𝑡), while ensuring differentiability of the output
sample, we use the Gumbel-Softmax reparameterization trick [8, 30]:

̃𝑒(𝑡+1) = softmax (
log(𝑦 (𝑡)) + 𝐺

𝜏
) (8)

where 𝐺 is a random sample drawn from the Gumbel distribution, and 𝜏 is a temperature
parameter used to interpolate between discrete one-hot-encoded categorical distributions and
continuous categorical probabilities. When 𝜏 → 0, the output samples tend to be one-hot, while
they tend to the continuous probabilities in 𝑦 (𝑡) when 𝜏 = 1.



Differentiable LTL𝑓 Evaluation In order to evaluate the LTL𝑓 specification in a differentiable
way, we represent 𝜙 through amatrix representation that is generally used to encode Probabilistic
Finite Automata (PFA) [21, 31, 20]. We first translate 𝜙 into the equivalent DFA 𝐴𝜙 [32] and
simplify the automaton with the Declare assumption. We then represent the automaton 𝐴𝜙 =
(𝑃, 𝑄, 𝑞0, 𝛿 , 𝐹 ) as an input vector 𝑣0 ∈ [0, 1]1×|𝑄|, a transition matrix 𝑀𝛿 ∈ [0, 1]|𝑃 |×|𝑄|×|𝑄|, and
a finality vector 𝑣𝐹 ∈ [0, 1]|𝑄|×1. The input vector 𝑣0 takes the value 1 at index 𝑞 if 𝑞 = 𝑞0,
and 0 otherwise. The matrix 𝑀𝛿 takes the value 1 at index (𝑝, 𝑞, 𝑞′) if 𝛿(𝑞, 𝑝) = 𝑞′, and 0
otherwise. We denote 𝑀𝛿[𝑝] ∈ [0, 1]|𝑄|×|𝑄| as the 2D transition matrix for symbol 𝑝. The output
vector 𝑣𝐹 has a 1 at position 𝑞 if 𝑞 ∈ 𝐹, and 0 otherwise. Given a string 𝑥 = [𝑥(1)𝑥(2)…𝑥(𝑙)],
we denote 𝑞𝑝 = [𝑞(0)𝑝 , 𝑞(1)𝑝 , … , 𝑞(𝑙)𝑝 ] as the sequence of probabilities to visit a certain state, and

𝑎𝑝 = [𝑎(0)𝑝 , 𝑎(1)𝑝 , … , 𝑎(𝑙)𝑝 ] as the probabilities that the sequence is accepted. Here, 𝑞(𝑡)𝑝 ∈ [0, 1]1×|𝑄|
is a row vector containing at position 𝑞 the probability of being in state 𝑞 at time 𝑡, while
𝑎(𝑡)𝑝 ∈ [0, 1] is a scalar representing the probability that the sequence is accepted at time 𝑡.

𝑞(0)𝑝 = 𝑣0
𝑞(𝑡)𝑝 = 𝑞(𝑡−1)𝑝 × 𝑀𝛿[𝑥(𝑡)] ∀𝑡 > 0
𝑎(𝑡)𝑝 = 𝑞(𝑡)𝑝 × 𝑣𝐹

(9)

Here, × denotes the inner product. Therefore, the probability of a string being accepted is the
probability of being in a final state in the last computed state 𝑎(𝑙)𝑝 . Note that 𝑥(𝑡) ∈ 𝑃 is an integer,
while the predicted symbol sampled by the network ̃𝑒(𝑡) (Equation 8) is a probability vector,
which tends to approximate a one-hot vector but is not guaranteed to be composed only of
zeros and ones and may contain some noise. For this reason, we adapt Equation 9 to our case
by adding the expectation computation over the next automaton state.

𝑞(𝑡)𝑝 =
|𝑃 |
∑
𝑝=1

(𝑞(𝑡−1)𝑝 × 𝑀𝛿[𝑝]) ̃𝑒(𝑡)[𝑝] ∀𝑡 > 0

𝑎(𝑡)𝑝 = 𝑞(𝑡)𝑝 × 𝑣𝐹

(10)

Enforcing Compliancewith the Formula In summary, given a prefix 𝑝𝑡 = [𝑒(1), 𝑒(2), … , 𝑒(𝑡)],
we calculate the suffix 𝑠𝑡 = [ ̃𝑒(𝑡+1), … , ̃𝑒(𝑇 )] up to a time-step 𝑇 > 𝑡 by iterating through the
following steps at each time step: (i) producing the RNN probability for the next symbol (Eq. 5),
(ii) differentiably sampling the next activity from this probability (Eq. 8), and (iii) concatenating
the next activity to the current trace. The trace generated in this way, 𝜎̃ = 𝑝 + 𝑠, is processed by
the differentiable automaton (Eq. 10), which produces an acceptance probability at the last step,
𝑎(𝑇 )𝑝 . We enforce this probability to stay close to 1 by minimizing the loss

𝐿𝜙 = − log(𝑎(𝑇 )𝑝 ). (11)

The entire process is illustrated in Figure 1. The figure shows how the loss is backpropagated
through both the suffix prediction and knowledge evaluation processes, affecting the parameters
of the learnable functions 𝑓 and 𝑔 of the next activity predictor.



5. Experiments

In this section, we describe the setup for our method’s empirical evaluation and discuss the
results achieved. The experiments are reproducible using our implementation at https://github.
com/whitemech/suffix-prediction-pmai2024.

5.1. Experimental Setup

We aim to evaluate our method on a diverse set of formulas with varying levels of difficulty. To
achieve this, we construct random formulas by combining Declare constraints [33] as follows:
(i) we set the maximum number of conjuncts 𝐶 and the maximum number of disjuncts 𝐷;
(ii) we generate a random formula 𝜙 as the disjunction of up to 𝐷 disjuncts, each of them is
the conjunction of up to 𝐶 randomly selected Declare constraints, possibly negated, with each
constraint having random symbols from 𝒜; (iii) we evaluate 𝜙 on a set of random strings and
select the formula for the experiment only if the satisfaction rate is between 10% and 90%, in
order to eliminate formulas that are too obvious or too difficult.

For each random formula, we construct a dataset 𝒟 composed of 𝑁 traces of length 𝑙 that are
compliant with the formula. We then split the dataset into 90% for training and 10% for testing.
We generate 25 dataset-formula pairs by setting 𝐷 = 𝐶 = 5, 𝒜 = {𝑎, 𝑏, 𝑐}, 𝑁 = 1000, and 𝑙 = 20.
These pairs are used to evaluate our framework Additionally, each experiment’s training and
testing are performed on different prefix lengths |𝑝| ∈ 5, 10, 15 to evaluate the model’s ability
to predict shorter and longer suffixes. During testing, the suffix prediction stops when the
model outputs the end-of-trace symbol or when the predicted suffix reaches a maximum of
𝑇 = 2 × 𝑙 = 40 timesteps. Each experiment is repeated 5 times with different seeds to ensure
robustness and reliability of the results.

5.2. Empirical Results

Our empirical evaluation compares the performance of four models:

• RNN (random): An RNN trained on the training data, queried with random sampling.
The next activity is selected by randomly sampling according to the probability distribu-
tion predicted by the RNN output layer.

• RNN+LTL (random): An RNN trained with the combined loss in Eq 7, where 𝐿𝜙 is
calculated using the random formula associated with the dataset, and queried with
random sampling.

• RNN (greedy): An RNN trained only with data, with suffixes generated using greedy
sampling (Eq. 4), always taking the most probable next event predicted by the output
layer. This model is equivalent to the one proposed in [2].

• RNN+LTL (greedy): Similar to the previous model but with the addition of LTL back-
ground knowledge during training.

We instantiate all models as LSTMs with two layers and 100 neurons in each layer (as in
[10]), a batch size of 64, and an Adam optimizer with a learning rate of 5 × 10−4. The models
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Figure 2: Empirical results.

that incorporate LTL background knowledge use 𝛼 set to 0.6 (Eq. 7), 𝜏 equal to 0.5 (Eq. 8), and 𝑇
equal to 2 × 𝑙 = 40 timesteps (Eq. 11).

The plots in Figure 2 show the average and standard deviation of the results obtained from
running experiments on all 25 datasets. The evaluated metrics are the model’s test accuracy
on the next activity prediction (Figure 2a), the satisfaction rate of test suffixes (Figure 2b), and
the Damerau-Levenshtein (DL) distance (Figure 2c) of the predicted traces against the ground
truth traces. The empirical results show that the integration of background knowledge does not
affect the accuracy of next activity prediction, indicating that the predictor retains its capability
to mimic training data when combined with logical knowledge. However, RNN+LTL models
consistently achieve the best performance in suffix prediction. In terms of the satisfiability
percentage metric, utilizing LTL background knowledge consistently results in an improved
satisfaction rate over using only data, regardless of the sampling technique employed. Varying
prefix lengths display no significant impact on the satisfaction rate, implying that the models
are equally capable of sampling traces that satisfy the formulas for any input prefix length. The
DL distance comparison further supports the superiority of models that utilize LTL background
knowledge, showing a lower distance between the sampled traces and the ground truth traces
for both sampling strategies used. The prefix length, however, does impact the DL distance,
with shorter prefix inputs leading to a higher distance between the predicted and ground truth
traces. In general, random sampling shows better performance compared to greedy sampling in
terms of both metrics. Additionally, the DL distance results of the random sampling methods
exhibit a more stable standard deviation than those of the greedy sampling methods. Overall,
our empirical evaluation supports the hypothesis that integrating background knowledge into
the models consistently results in improved performance.

6. Conclusions and Future Work

In conclusion, we present a novel NeSy framework for incorporating background knowledge in
LTL𝑓 into the training process of a deep autoregressive model for multistep symbolic sequence
generation (i.e., suffix prediction). Our method involves: (i) translating the LTL𝑓 formula into
a DFA, (ii) representing the DFA probabilistically through a neural framework, and (iii) softly
enforcing DFA acceptance on differentiable suffixes obtained via Gumbel-Softmax sampling.



This process allows us to define a logical loss that smoothly guides the predicted suffixes to
satisfy the given knowledge, which can be integrated with other loss functions of the predictor.
Experimental results on synthetic datasets demonstrate that applying our loss function to RNN
models consistently produces suffixes with both lower DL distances and higher rates of LTL𝑓
knowledge satisfaction, regardless of the sampling technique used for querying the network.
In future work, we plan to apply our framework to realistic BPM datasets and more advanced
neural predictors, such as GANs and Transformers.
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