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Abstract
Generalization is a critical yet under-explored quality criterion for discovered process models in process mining.
This researchwill enhance the understanding of generalization by examining the impact of event log characteristics
on generalization estimations, developing measures applicable in a wide range of scenarios, and analyzing these
measures.
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1. Introduction and Motivation

As the world becomes increasingly digital, many organizations rely on information systems, which
record event logs containing traces of executed processes captured as sequences of performed actions.
Process mining uses these event logs to study and improve the systems [1].

Within process mining, process discovery addresses the challenge of constructing a process model
from an event log [2]. This model offers insights into the system, allowing organizations to visualize
and analyze process flows to to identify inefficiencies and improvement opportunities [3]. To assess the
inferred model’s “goodness,” four quality criteria have been proposed [4]:

• Recall: How well does the model describe the observed system behavior?

• Precision: How much unobserved behavior is allowed by the model?

• Simplicity: Is the model unnecessarily complex?

• Generalization: How well does the model describe the unobserved system behavior?

Compared to the first three questions, generalization has received less research focus. Measuring
generalization is challenging due to the need to estimate unobserved system behavior and the fact that
real-world systems are often unknown [4]. However, reliable estimation of generalization is crucial for
businesses for decision-making and risk management.

Several methods have been proposed in the literature to measure model generalization [5, 6, 7, 8, 9, 10].
Van der Aalst [9] outlined ten propositions a generalization measure should satisfy, but existing methods
only meet some of them [9, 11]. Additionally, these measures lack consensus and do not correlate [12].
Bootstrap generalization, proposed by Polyvyanyy et al. [13], is a novel framework to measure the

generalization of a discovered process model with respect to the corresponding unknown system
using bootstrapping [14] from computational statistics, which estimates the sampling distribution of a
population from a single sample. The approach starts with an event log as a sample of system behavior,
estimates system traces, and generates bootstrap sample logs. These sample logs are then used to
estimate the generalization of the model.

This study aims to explore the interesting properties of bootstrap generalization and determine its
applicability across a wide range of settings of event logs and systems.
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2. Research Questions and Project Roadmap

This research will follow the Design Science Research Methodology [15]. It will start with a literature
review, followed by objective refinement, technique design, and evaluation using synthetic and real-
world datasets. Findings will be shared through publications, presentations, and the final thesis.

We plan to address the following research questions:

RQ1 How do event log characteristics impact the estimation of generalization of a discovered
process model?

RQ2 How to use the bootstrap framework for estimating generalization of models discovered from
event logs?

RQ3 What useful properties do generalization estimators based on the bootstrap framework possess?

The subsequent sections detail each research question and present a plan to address them.

2.1. RQ1: Impact of Log Characteristics

Generalization, by definition, requires the study of unseen system behavior. When the system behavior
is unknown, existing generalization estimation methods use event logs to estimate the unseen system
behavior. Therefore, it is reasonable to assume that the effectiveness of this approach depends on the
log quality, such as representativeness and noise.
Log representativeness reflects how well the log captures the true system behavior. A highly repre-

sentative log provides a comprehensive view of the system’s executions. In such cases, the log itself
might be a good indicator of the system behavior, while complex estimation techniques may offer
little additional value and could potentially introduce unnecessary assumptions. Conversely, a less
representative log may miss important process information, leading to incomplete or biased insights,
necessitating effective estimation methods to infer the true underlying system behavior.

Noise in event logs refers to inaccuracies or inconsistencies in the recorded data, such as incorrect,
missing, or misordered events. The presence of noise can distort our understanding of the system and
affect the reliability of generalization estimates. Too much noise could render any estimation attempts
ineffective, while moderate levels of noise might require careful preprocessing or robust generalization
estimation techniques. In the absence of noise, simple estimation methods might suffice, as the data
accurately reflects the process execution.

These observations suggest that the approach to estimate generalization should be adaptive, consid-
ering the specific qualities of the event log at hand. This research will investigate the impact of different
log quality levels on generalization estimation, develop techniques to assess log quality in relation to
generalization estimation and explore adaptive generalization estimation methods that consider event
log characteristics.

2.2. RQ2: Enhancing Bootstrap Generalization

The research conducted to answer this question will aim to expand the class of systems for which one can
reliably estimate generalization using the bootstrap framework. The existing bootstrap generalization
estimation methods assume that the system can be described as a directly-follows graph [13]. We
will design and evaluate new event log sampling methods and bootstrap framework configurations
that allow efficient and effective estimation of generalization over more expressive generative systems,
such as those that can be captured using various subclasses of Petri net systems, including free-choice
and extended-free-choice systems [16]. We will apply block bootstrapping [17] and Sequence Generative
Adversarial Networks (SGANs) [8] approaches to data generation for sampling event logs. To maximize
the effectiveness of the designed log sampling mechanisms, we will conduct empirical studies with
ground truth systems to understand which bootstrap configurations, for instance, quantity and size of
log samples, yield more accurate generalization estimations.



2.3. RQ3: Evaluating Bootstrap Generalization

To answer this research question, we will study properties satisfied by the existing and new generaliza-
tion estimators grounded in the bootstrap framework. First, we will evaluate whether our generalization
estimators satisfy the desired properties discussed in the literature [9]. Then, we will apply mathematical
modeling and analysis methods to identify additional interesting properties the bootstrap generalization
estimators satisfy. By doing so, we will aim to understand whether these estimators are reliable and
meaningful for assessing the quality of models discovered from event logs. Consequently, we will
compile a list of essential properties that generalization measures and estimators should possess, thereby
supporting the process mining community in establishing standards and best practices for evaluating
process models.

3. Conclusion

This research aims to design and evaluate new effective ways to estimate generalization of process
models discovered from event logs recorded by information systems. Specifically, using the bootstrap
generalization estimation framework [13], we will investigate how event log characteristics affect
generalization estimations, extend the framework to allow reliable generalization estimations for a
wide class of systems, and study the properties of generalization estimators grounded in the bootstrap
framework. These advancements will enhance the understanding of generalization, a critical but often
overlooked quality criterion of discovered process models.
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