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Abstract
Large Language Models (LLMs) excel at understanding complex natural language requests, and even providing
recommendations, but they often rely on incomplete or outdated data with respect to platform catalogs. Training
or fine-tuning LLMs for these custom catalogs is both costly and challenging. To address this, we propose a
method that leverages pre-trained large text embedding models to generate embeddings from catalog descriptions,
enriched with multimodal content such as audio or images, as well as collaborative filtering data, using contrastive
learning. The resulting enriched embeddings are well-suited for both recommendation and textual search tasks,
enabling applications like filtered recommendations, playlist continuation, and playlist generation from text.
We evaluate our method through experiments on item recommendation and retrieval, using a real-world music
streaming dataset. Our results show substantial improvements in recommendation performance and competitive
retrieval performance when compared to off-the-shelf text embeddings and traditional search baselines. We also
validate our approach on a public movie dataset, demonstrating its generalizability. Our findings highlight the
potential of enhancing language models with additional information and the versatility of our method across
diverse domains and applications, all without the need for fine-tuning or training multimodal LLMs from scratch,
thereby reducing computational costs.

Keywords
LLMs, Multimodal Recommendation, Retrieval, Content-aware Recommendation

1. Introduction

Large Language Models (LLMs) are quickly expanding to new applications and showing beneficial uses
in multiple domains, and specially in music. LLMs showcase an exceptional understanding of language,
and are starting to be leveraged in conversational recommender systems and applications such as the
so called AI generated playlists [1]. However, these large models are trained with general information
and therefore need to be adapted when applied in a specific context [2]. The disparity between the
knowledge used to train these general-purpose models and the unique internal knowledge and entity
catalogues of a company, coupled with the need for continuous knowledge updates, renders these
models inadequate for off-the-shelf use in real-world music recommendation applications. Moreover, the
expense of fine-tuning or retraining these models to align with an in-house catalog remains significantly
high. Approaches like Retrieval Augmented Generation (RAG) [3] present a promising solution to this
challenge without the need for model fine-tuning or retraining. This is achieved by conducting a vector
search on a corpus of in-house document embeddings. These documents, which usually include textual
descriptions of entities, are transformed into embeddings by feeding them into text encoders from large
language models optimized for semantic similarity. However, these document embeddings may not
fully capture a company’s internal knowledge, such as user feedback or content descriptors, making
them suitable for retrieval but less effective for recommendations. In this work, we aim to address
this issue by combining internal knowledge from various modalities with text embeddings, thereby
enhancing the recommendation capabilities of these text embeddings, without the need to retrain or
fine-tune the large language models used to generate them.

Adapting LLMs specifically to recommendation tasks has gained recent attention. A review can
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be found in [4]. Examples of recent work include e.g. methods to leverage LLMs for generating
descriptions used for recommendation [5], or e.g. an analysis of the performance of prompting LLMs for
recommendation compared with state-of-the-art recommenders [6]. However, recent literature suggests
that in general recommendation performance of off-the-shelf LLMs is suboptimal, and that further
research is needed for their adaptation to state-of-the-art recommendation methods and data [6, 7, 8].

Successful recommendation methods typically leverage multiple modalities of data, either user
collaborative data, content features —or both—, areas where LLMs trained on general information
may still be deficient. Recommendation with multiple modalities (in particular including content-
based methods) has been typically applied with the goal of alleviating cold-start and sparsity issues
(e.g. [9, 10]), and also to provide explainable recommendations (e.g. [11]). In particular, the specific
domain of music retrieval and recommendation has shown to be a particularly rich playground for
exploring the worth of diverse modalities in addition to collaborative filtering (e.g. audio descriptors [12],
document similarity [13], or graphs of musical connections [14, 15]). Recent work demonstrated
that pre-trained models covering several modalities can be successfully combined for music retrieval
and recommendation [16], and that combining different sources and types of data is particularly
promising for mitigating current music recommendation limitations [17]. Research in the music domain
showed that combining diverse modalities for recommendation can be done in a variety of ways, from
simple concatenation [18], to predicting one modality from another [19], or multimodal contrastive
learning [20]. Metric learning proved also in other domains to be an effective method to combine
heterogenous and complementary information (users’ feedback data, audio, image, or text) to improve
the quality of the recommendations (e.g. [21, 22, 23]).

In this work, we examine what we believe is a timely and relatively novel hypothesis, that combining
text embeddings derived from item descriptions, with data from multiple modalities can improve the
performance of those embeddings in recommendation while retaining a comparative performance at
retrieval.

In the remainder of this paper, we evaluate an approach that combines text embeddings derived from
item descriptions with audio or image, and collaborative filtering data. Item descriptions are created
by either inserting tags into a predefined template or by instructing an LLM to generate a description
based on these tags —similarly to previous work [24, 25, 26]. Text embeddings are then generated by
passing these descriptions through an off-the-shelf pre-trained text embedding model. Embeddings from
the different modalities are then integrated into a shared latent space using contrastive learning, and
multimodal embeddings are obtained by averaging the projections of the different modality embeddings
in this shared space, following the methodology described in [20]. Our evaluation includes a series
of experiments involving item recommendation and textual search tasks, employing two datasets: a
proprietary dataset from the music domain and an open dataset from the movie domain.

In summary, this work introduces a novel method that enhances pre-trained text embeddings with
multimodal content, such as audio, images, and collaborative filtering data, through contrastive learning.
This approach significantly improves recommendation performance while maintaining competitive
retrieval capabilities, all without the need for fine-tuning or retraining large language models. The
method demonstrates robust generalizability across domains, as evidenced by its successful application
to both music and movie datasets. Additionally, it opens up versatile possibilities for multimodal
retrieval and personalized search, offering a cost-effective solution for improving recommendation
systems in diverse contexts.

2. Method

2.1. Multimodal Contrastive Method

The proposed method combines information from diverse item modalities, following a similar method-
ology to the one described in [20], but changing the tag embeddings encoder for a text embeddings
encoder. Our model receives three pre-trained input embeddings, each of them representing a distinct
modality, and returns a new multimodal embedding. One of the input embeddings represents item



textual descriptions encoded with a pre-trained text embedding model, another represents user Collab-
orative Filtering (CF) information obtained through matrix factorization, and the third one represents
content features related to the application domain —audio or images— (an illustration is provided in
Figure 1, see below for more details on input embeddings computation).

For the proposed model we apply a contrastive learning loss based on InfoNCE [27]. Specifically, we
define the contrastive loss between two modalities, 𝜓𝜓𝜓𝑎 and 𝜓𝜓𝜓𝑏, as:
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, where M is the batch size and 𝜏 is the temperature parameter.

We define Ξ(a,b, 𝜏) = exp(cos(a,b)𝜏−1), based on the cosine similarity. 𝜁𝜁𝜁𝑘 is defined as𝜓𝜓𝜓𝑘𝑎, if 𝑘 ≤𝑀
and else𝜓𝜓𝜓𝑘−𝑀𝑏 . This loss function attempts to minimize the distance between the representations of the
modalities of the same item while maximizing the distance between any representation of modalities
from other items.

We employ three encoders, each dedicated to a specific modality, to generate three representations
within our shared space for every item (see 1). Each of the encoders are a simple feed-forward network
with one or two dense layers and ReLU activation. During training, we learn the parameters of these
encoders by minimizing the cumulative pairwise losses between modalities 1, as in [28]. The objective
function, denoted as ℒtot, comprises the sum of losses from all pairwise combinations: ℒAudio-Text,
ℒAudio-CF, and ℒText-CF.

2.2. Multimodal embeddings for Recommendation and Retrieval

Once the model is trained with the contrastive method and we want to use it for inference, we obtain the
multimodal embedding by averaging the output of each internal encoder for a given item. Following this
procedure, we compute a multimodal embedding for every item, and then we can use these embeddings
either for recommendation or retrieval.

For recommendation, the multimodal embeddings can be used as item features in any content-based
or hybrid recommendation approach. For retrieval, given a text query, we first compute the query
embedding by passing the text through a pre-trained text embedding model, followed by projecting it
using our model’s text encoder. We then use the obtained embedding to perform a nearest neighbour
search on the space of all the multimodal item embeddings (see Figure 2).

1All the encoders in the evaluated models had 1 hidden layer of 256 units, an output layer of 200 units, dropout of 0.3 and a
batch size of 512

Figure 1: Representation of the internal components used to train the multimodal embeddings.



Figure 2: Representation of how our method is used for retrieval with a natural-language query as input.

3. Experimental setup

Our primary focus is to evaluate our method in the music domain, but to test its efficacy across various
scenarios and domains, we employ two distinct datasets: a dataset with information about artists
collected from a music streaming platform, which contains high-quality single-modality embeddings pre-
trained on industry-scale data, and a publicly available dataset from the movies domain. Subsequently,
we conduct recommendation and retrieval experiments on each dataset.

3.1. Music dataset and experiments

To evaluate our approach we collected tags and pre-computed collaborative and audio embeddings of
artists from a music streaming platform. Collaborative embeddings come from an internal process of
matrix factorization of explicit feedback, whereas audio embeddings come from an internal machine
learning method [29]. The details about these two collections of embeddings are out of the scope of this
paper, we simply use them as input to our method, but they were computed with industry-scale high
quality data. The tags of an artist were manually annotated by curators and provides a rich description
of its genre, mood, location, decade and musicological characteristics.

We generate two types of descriptions for each music artist using their respective sets of tags. The first
type (i.e. 𝑇𝐸𝑀𝑃𝐿𝐴𝑇𝐸) is created by employing a template that organizes the tags into categorized
lists of words. A second version of the descriptions (i.e. 𝐺𝐸𝑁 ) is created by tasking an LLM (Claude
V3 Haiku) to enhance the semantic expressiveness of the 𝑇𝐸𝑀𝑃𝐿𝐴𝑇𝐸 description. The LLM can
also incorporate its own knowledge about the described item, if available (see examples in Table 1).
We generated these alternative descriptions to examine whether a text exhibiting a smoother natural
language flow can aid the model in any of the tasks.

In the remainder of this work, we refer to the model trained with the contrastive method with a
template based on tags as 𝑀𝑈𝐿𝑇𝐼𝑇𝐸𝑀𝑃𝐿𝐴𝑇𝐸 and the model trained with descriptions generated
from the tags with an LLM as 𝑀𝑈𝐿𝑇𝐼𝐺𝐸𝑁 . We also combine template-based descriptions with LLM-
based generated descriptions for training the model, and we refer to this as 𝑀𝑈𝐿𝑇𝐼𝑇𝐸𝑀𝑃𝐿𝐴𝑇𝐸+𝐺𝐸𝑁 .
In this latter approach, the model is trained with two embeddings per item: one derived from the
𝑇𝐸𝑀𝑃𝐿𝐴𝑇𝐸 descriptions and the other from the 𝐺𝐸𝑁 descriptions.

We train our contrastive model with the three modality embeddings —CF, text and audio— of 31,605
artists for the different types of descriptions. As described in Section 2.1, the training objective is a
self-supervised objective, not directly related to the two downstream tasks we are evaluating, thus our
model is not optimized for any of the tasks.

The recommendation task is evaluated in an item-to-item recommendation scenario. We used for
this evaluation the publicly available dataset OLGA [20], used for artist similarity and artist-to-artist
recommendation. From this dataset we collected a ground-truth of 6537 artists and a list of positive
recommendations for each of the artists. We then evaluate our embeddings by retrieving the k-NN of
each artist and comparing them with the ground-truth.

For the retrieval task, we randomly select sets of 1, 2, or 3 tags for which, given a query, there are at
least 30 positive results in the dataset. We combine each set of tags with a query template and then
utilize an LLM (Anthropic’s Claude v3 Haiku model [30]) to enhance the syntactic variability of the



Table 1
Descriptions for the artist "Metallica"

𝑇𝐸𝑀𝑃𝐿𝐴𝑇𝐸 𝐺𝐸𝑁
The name of this artist is Metallica and is described by the

following tags: Genre: speed thrash, pop-metal, metal, classic

hard rock. Location: el cerrito, san francisco, california, united

states. Decade: nineteen eighty, nineties. Mood: high arousal,

negative, aggressive. Lyrics: angry lyrics, clean lyrics, abstract

lyrics, depressing lyrics, social lyrics. Instruments: riffing elec-

tric guitar, agressive drums, distorted electric guitar, drumset,

bass riff, electric guitar, electric guitar solo, rhythm guitar. Musi-

cological: lead vocals, sad harmony, strong backbeat, 4/4 meter.

Sonority: electric, high energy music, acoustic, epic, beyond the

mainstream, instrumental, extreme aural intensity, outstanding

technique, live performance, studio recording. Vocals: gravelly

timbre, man, singer, lead vocal.

Metallica is a legendary heavy metal band hailing from the San

Francisco Bay Area in California. Blending elements of speed

thrash, pop-metal, and classic hard rock, their music is charac-

terized by a high-energy, aggressive sound that has captivated

audiences since the 1980s. With a penchant for angry, socially-

conscious lyrics delivered in a gravelly, powerful vocal style,

Metallica’s compositions feature a barrage of riffing electric

guitars, thunderous drums, and driving bass lines. The band’s

musicality is further enhanced by their skilled use of harmony,

strong backbeats, and virtuosic instrumental solos. Metallica’s

sonic palette spans from the electric intensity of their studio

recordings to the epic, beyond-the-mainstream experience of

their live performances. Whether exploring themes of depres-

sion, social unrest, or simply unleashing their raw, unbridled

energy, this iconic American metal act has left an indelible mark

on the genre and the music world at large.

queries (see Table 2 for some examples). We experimented with various prompts for the LLM until
we achieved a set of queries that were both satisfactory and semantically rich. Following this method,
we create a dataset of 3000 queries to evaluate the retrieval task. The ground truth for each query
comprises items associated with the corresponding tags used to generate that query.

Table 2
Query examples from the music and movies retrieval evaluation datasets

Find me some instrumental guitar music from the 2010s.
Can you find me music with an acoustic piano, joyful lyrics, and a catchy chorus?

Can you list films that depict drug abuse and its consequences?
I’m in the mood for some Italian films from the 1960s. What do you suggest?

3.2. Movie dataset and experiments

To corroborate our findings in a different domain, we use the user-movie ratings from the Movielens-
25M dataset2 [31] combined with movie tags from the Movielens Tag Genome Dataset 20213 [32] and
image embeddings released in [23]. These image embeddings were generated from the posters of the
movies and produced with the CLIP pre-trained model [33].

The CF embeddings for this dataset are obtained using weighted matrix factorization [34] based on
the ratings on Movielens-25M with random-based hyperparameter tuning. Ratings with a value higher
than 3 are considered as positive during the evaluation. We reserve 10% of users for evaluation of the
recommendation task and use the rest to compute the item CF embeddings.

Text embeddings are created in the same way as in the music dataset, by creating two types of
descriptions (𝑇𝐸𝑀𝑃𝐿𝐴𝑇𝐸 and 𝐺𝐸𝑁 ) using the tags and then feeding them in a pre-trained text
embedding model (see examples in Table 3). Then, we train our contrastive model with the three
modality embeddings —CF, text and image— of 59,040 items, training one model for each of the item
description types.

The recommendation task is evaluated using also a naive k-NN approach. Our intention in both
datasets is to compare different features in a recommendation setting and not to compare different
recommendation approaches. To generate recommendations, we randomly select 50% of each test user’s
2https://grouplens.org/datasets/movielens/25m/
3https://grouplens.org/datasets/movielens/tag-genome-2021

https://grouplens.org/datasets/movielens/25m/
https://grouplens.org/datasets/movielens/tag-genome-2021


Table 3
Descriptions for the movie "Toy Story" (shortened for space).

𝑇𝐸𝑀𝑃𝐿𝐴𝑇𝐸 𝐺𝐸𝑁
Movie: Toy Story. Year: 1995. Directed by: John Lasseter. Star-

ring: Tim Allen, Tom Hanks, Don Rickles, Jim Varney, John

Ratzenberger, Wallace Shawn, Laurie Metcalf, John Morris, R.

Lee Ermey, Annie Potts. Genres: Adventure, Animation, Chil-

dren, Comedy, Fantasy. Tags: 3d, action, adventure, alien, ani-

mated, animation, [...] time travel, torture, toys, unlikely friend-

ships, very good, violence, witty.

Toy Story is a beloved animated classic that follows the adven-

tures of a group of toys, led by the loyal cowboy doll Woody and

the charismatic space ranger Buzz Lightyear. Directed by the

visionary John Lasseter, this groundbreaking film from Pixar

blends comedy, fantasy, and heartwarming themes as the toys

navigate the challenges [...] With a stellar voice cast including

Tim Allen [...] a true classic of the animation genre.

positively rated items and use them to compute recommendations. For this, we calculate the average
embedding of the selected items and search for the top 200 nearest neighbors. We then compare these
recommendations with the remaining items that the users have positively rated.

The retrieval task is evaluated in a manner similar to the music experiment. Using the available
tagging data, we created an evaluation dataset consisting of 704 queries following the same methodology.

3.3. Baselines

We compare the performance of our multimodal embeddings against off-the-shelf text embedding
models, which enable both recommendation and retrieval tasks. We select the best performing text
embedding models available in Hugging Face at the time of the writing of this paper. We tested the
models WhereIsAI/UAE-Large-V1 [35] and intfloat/e5-large-v2 [36]. We only report results of the
𝑀𝑈𝐿𝑇𝐼 model trained with WhereIsAI/UAE-Large-V1 embeddings, as it provided the best performance
among the two models. In addition, we compare them with the different input modality embeddings
—CF, Audio, and Image— only in the recommendation task, as the latter cannot be used directly for
retrieval. Finally, we compare the retrieval performance with the standard lexical search baseline
BM25 [37].

4. Results and Discussion

Table 4
Recommendation and retrieval performance in terms of nDCG@200. "n/a" depicts methods not directly
applicable to the task.

Music Movielens
Model Recommendation Retrieval Recommendation Retrieval

𝑀𝑈𝐿𝑇𝐼𝑇𝐸𝑀𝑃𝐿𝐴𝑇𝐸 0.5196 0.0759 0.2362 0.0881
𝑀𝑈𝐿𝑇𝐼𝐺𝐸𝑁 0.5198 0.0815 0.2320 0.0611
𝑀𝑈𝐿𝑇𝐼𝑇𝐸𝑀𝑃𝐿𝐴𝑇𝐸+𝐺𝐸𝑁 0.5251 0.1102 0.2461 0.0925

𝑇𝐸𝑋𝑇𝑖𝑛𝑡𝑓𝑙𝑜𝑎𝑡/𝑒5−𝑙𝑎𝑟𝑔𝑒−𝑣2 0.3053 0.1348 0.1833 0.1116
𝑇𝐸𝑋𝑇𝑊ℎ𝑒𝑟𝑒𝐼𝑠𝐴𝐼/𝑈𝐴𝐸−𝐿𝑎𝑟𝑔𝑒−𝑉 1 0.3271 0.1310 0.1226 0.1551
𝐶𝐹 0.5082 n/a 0.1545 n/a
𝐼𝑀𝐺/𝐴𝑈𝐷𝐼𝑂 0.4439 n/a 0.1563 n/a
𝐵𝑀25 n/a 0.0890 n/a 0.0632

4.1. Recommendation

Examining the recommendation performance across both datasets (see Table 4), we observe that the
proposed model outperforms the text embedding models and the rest of individual modality embeddings.



We also observe that there are no significant differences between recommendation performance for
𝐺𝐸𝑁 and 𝑇𝐸𝑀𝑃𝐿𝐴𝑇𝐸 descriptions. However, we notice a slight improvement in recommendation
performance by combining 𝐺𝐸𝑁 and 𝑇𝐸𝑀𝑃𝐿𝐴𝑇𝐸 descriptions of the items when training the
𝑀𝑈𝐿𝑇𝐼 model. Combining multiple descriptions for the items generated with multiple methods seems
to work as an up-sampling technique that may suggest potential benefits for learning a better space, as
showcased in both datasets. A deeper study is necessary to understand the reasons behind this, but the
LLM may have introduced some internal knowledge in the 𝐺𝐸𝑁 descriptions, which are not present
in the 𝑇𝐸𝑀𝑃𝐿𝐴𝑇𝐸 ones, and at the same time, obviate some tags present in the 𝑇𝐸𝑀𝑃𝐿𝐴𝑇𝐸.
Therefore, the combination may provide a more complete description of the item. It is noteworthy that
achieving a similar or higher performance with the proposed method compared to the CF baseline is
particularly relevant. This indicates that the model effectively captures the collaborative information
and successfully integrates it with data from other modalities.

4.2. Retrieval

Looking at the results for the retrieval task in both datasets, we observe that the text embedding
models perform slightly better than the 𝑀𝑈𝐿𝑇𝐼 models. However, we observe a good performance of
the proposed method overall, considering that the proposed model enables natural language queries
while improving the recommendation capabilities. The two text embedding models tested show dif-
ferent performance depending on the dataset: intfloat/e5-large-v2 is better in the Music dataset and
WereIsAI/UAE-Large-V1 is better in the Movielens dataset. All the embedding-based approaches, in-
cluding𝑀𝑈𝐿𝑇𝐼 and the off-the-shelf text embedding models are better than the lexical search baseline
BM25. This implies that semantic search in embedding spaces is behaving better than traditional lexical
search for complex tag-based queries like those in our evaluation dataset.

We also observe that the proposed method performs closer to the text embedding models (while still
slightly worse) in the music domain than in the movies domain. This can be attributed to differences
in input feature quality. For instance, the Music dataset includes high-quality manual annotations
from music experts, providing more comprehensive descriptions than those created from Movielens
tags. Additionally, CF and audio embeddings significantly outperform text embeddings in the music
recommendation task, whereas CF and image embeddings are on par with text embeddings in the
movie recommendation task. This highlights the disparity in input embedding quality between the two
datasets, which seems to be a key factor in the multimodal model’s performance.

4.3. Further applications

In this work, we analyzed the characteristics of the embeddings generated by our approach. Results
demonstrate its capabilities for text retrieval, while at the same time, showcasing an improved organiza-
tion of items based on similarity — as evidenced in the k-NN recommendation evaluations. This implies
that the top-k results of a text query using our model exhibit higher similarity among items than those
retrieved by off-the-shelf text embedding models. Based on these results we see that using our model
would be particularly useful for playlist generation from text, where the objective is not only to satisfy
a query, but also to provide a coherent listening experience.

In addition, the proposed model offers versatile possibilities beyond text retrieval, supporting queries
from various modalities. For instance, it can handle queries using an audio piece, or a combination of
audio and text, or a collaborative embedding representing a user profile alongside a text query, thus
enabling personalized search.

5. Conclusion

In this study, we introduced a method based on contrastive learning that enhances off-the-shelf text
embeddings with multimodal information, avoiding the need for retraining or fine-tuning an LLM. We
assessed its effectiveness in recommendation and retrieval tasks across various domains.



In our evaluations, we found that the proposed multimodal embeddings outperform baselines in
the recommendation task in both music and movies domains, while enabling natural language search
—which is not directly possible for collaborative filtering, audio or image features alone. While our
model demonstrates competitive performance in retrieval tasks, it slightly trails behind off-the-shelf text
embeddings. The robust performance of these text embedding models underscores their versatility in
various applications and domains, yielding robust item representations beneficial not only for retrieval
but also recommendation. However, our findings indicate that their recommendation capabilities
significantly improve when integrated with collaborative filtering and content-based embeddings.

Our experiments also demonstrate that combining different types of textual item descriptions en-
hances performance in both tasks. Exploring the reasons behind this improvement and investigating
how additional types of descriptions can further boost performance presents a promising area for future
research. Future work could also involve expanding experiments to diverse datasets and domains,
comparing with more text embedding models, and exploring diverse modalities. Moreover, this model
opens up a myriad of possibilities for playlist creation, multimodal retrieval and personalized search
that worth to be explored. Lastly, given the reliance on large internet-trained models, careful analysis
of potential biases and risks in recommendations is essential.
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