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Abstract 
The paper describes the problems of analyzing and processing large volumes of heterogeneous texts in 
natural language in the task of identifying bots in social networks based on deep transfer learning methods, 
in particular large language models. An analysis of the specifics and key aspects of text content structuring, 
processing and analysis is provided, the relevance of the problem is substantiated, an analysis of existing 
approaches in the scientific literature is carried out, the advantages and possibilities of using artificial neural 
networks and machine learning to automate the processes social network users texts posts analyzing are 
listed. The set of input data selected for research is described, the choice of artificial neural networks 
language models is justified and the specifics of using transfer learning to adapt models to the bot search 
task are described. The technical means and services for implementing the work of the created web 
application are described, object-oriented models of the system are developed using the UML language in 
the form of use cases and components diagrams web application, software functionality, prototype pages 
and a user graphical interface are developed. The results of experimental studies of selected language 
models on an expanded input data set in modes with and without text explanations are presented. At the 
selected post, an analysis adapted neural network models results and work specifics was performed, 
promising ways for further research and development of the identified problems were identified. 

Keywords  
large language models, data mining, big data, data analysis, neural networks, bot detection 1 

1. Introduction 

In the modern information society, the Internet can be called an integral part of business, allowing 
any company to carry out business communications with such target groups as customers, resellers 
(distribution channels), PR, suppliers, competitors, current and potential employees of the company 
[1]. When conducting such communications, large volumes of heterogeneous data are generated, 
processed and stored, including multimedia files (images, videos), as well as not always clearly 
structured text content [2]. In this context one of the main trends in the Internet development in 
recent years is the rapid growth in social networks (SN) popularity, which are increasingly used for 
marketing purposes, to promote a particular product, service, expert, opinion leader, software 
applications and services, etc. In these conditions, using SN as a source of obtaining data and forming 
an information base for clients is appropriate and important [3]. For modern SNs, the following 
characteristic effects and properties can be identified, which are important to consider when using 
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them to solve business problems: the presence of own opinions; SN members opinions 
changes under others influence; different significance (priority or weight) of some users opinions 
due to their level of expertise; SN members susceptibility changing degree to influence among 
themselves; the presence of indirect influence or dependencies between users in the entire chain of 
existing social contacts; experts existence, i.e. sensitivity certain 
threshold presence to changes others vocabularies; localization of created groups according to 

cial 
-party agents (media, 

sellers or manufacturers); the impact of SN on the opinions dynamics in a virtual community; the 
possibility of forming coalitions or teams, interest groups; game or interactive interaction between 
users in interactive mode [4-6]. 

At the same time, it should be noted that at present, the problems of information protection and 
countering information threats in various data exchange systems, including SN, the content of which 
is formed in various ways and methods, from manual writing of thematic texts to synthetic 
generation based on the use of various intelligent technologies and tools [7]. In fact, in practice there 
are often situations when it is necessary to enter into correspondence with other SN users for the 
purpose of consulting, exchanging opinions or assessing published content nature and quality [8]. 
Because these processes cannot be fully automated and are often performed manually, as a result of 
which they are resource-intensive and expensive for business. In such cases, it is necessary to 
guarantee the correctness of the information received, its targeted nature and minimize the risks of 
receiving incorrect data. In this regard, an urgent task is to identify and detect, by direct and indirect 
behavioral, linguistic and semantic characteristics, automated programs (bots) hiding under user 
profiles that publish unreliable and deliberately false information, seeking to fraudulently obtain 
personal and commercially valuable information of other users (telephone numbers, document scans, 
payment numbers details, credit and debit cards, etc.), as well as contributing to the destabilization 
of sentiment in the SN society, which leads to negative consequences for business when promoting 
goods and services [9]. 

A bot or virtual assistant in a broad sense is specialized software capable of simulating 
actions, in particular generating text content [10]. Usually, in the case of managing a user account 
through an software in an automated manner, it is considered that this process is implemented by a 

used [7]. In practice, there are simple bots that act in a directive manner and execute a set of clearly 
defined commands, as well as with support for self-learning functions [11]. 

It should be noted that not all of the existing bots in SN were developed by attackers with the aim 
of causing informational and commercial harm; many of them were created to support business, for 
example, to automate a number of tasks associated with routine work in various applied areas, 
including marketing, sales and technical (operational) customer support industries. Bots can provide 
processes for attracting and qualifying leads, accounting for sales of goods and services, and 
accepting payments.  

A typical example is chatbots in SN, which are an effective format for communication between 
individual companies and users in a 24/7/365 format [12]. 

Within identified problems framework the key difficulty is the laboriousness and non-trivial 
nature of assessing and analyzing heterogeneous and semi-structured text content obtained in the 
context of a specific user profile, from his public messages, open publications and correspondence in 
SN [13]. Manual mode in this context is almost impractical, and therefore a rational approach is to 
use intelligent technologies, methods and data analysis models that allow automating the process of 
assessing text content received from SN users to exclude communication specifically with malicious 
bots, as well as general adequacy and suitability to support business decisions on marketing tasks 
[14].  

Such approaches are based on machine learning (ML) models and algorithms, statistical 
approaches, deep learning (DL) and artificial neural networks (ANN), which makes it possible to 
build adaptive pipelines for aggregated data reconnaissance analysis processes, their preprocessing, 



normalization, and training, testing and assessing generated models accuracy [15,16]. As a result, 
serialized objects of the created models can be saved as separate dependencies and dynamically 
integrated into the ecosystem of processes for mining new data streams (text messages from 
correspondence with SN users) through various information systems and software applications. 

It should be noted that in the most popular and developing area of ANN, there is currently active 
research and implementation of methods and models from the scientific field of texts processing and 
analysis in natural language (NLP), where, in turn, promising areas are technologies for automatic 
heterogeneous texts generation and evaluation [8-10].  

New DL large language models (LLM) are being actively created and applied for this purpose. 
However, due to their stochastic principle of operation, various training data, a large 
hyperparameters number, interpreting complexity and assessing the mutual influence of parameters 
on each other and quality loss possibility with new versions, possibilities studying problem using 
LLM different types for applied problems by comparing and tracking changes in such models quality, 
their configurations and versions using the example malicious bots identifying specifics in SN 
profiles based on text content analysis [11-13]. 

2. Analysis existing researches  

Recent advances in language models can be attributed mainly to deep learning techniques, advances 
in neural architectures such as transformers, advanced computing capabilities, and the availability 
of training data obtained from the Internet. These developments have led to a revolutionary 
transformation, allowing the creation of LLMs capable of approximating human-level performance 
on certain assessment tests [9, 16]. 

LLMs, especially pre-trained data models types, according to a number of studies [17], are capable 
of providing rich capabilities for understanding, analyzing, evaluating and generating textual content 
in a wide tasks range.  

Due to this, the demand for LLM has increased, also due to the growing need for machines to 
perform complex language tasks such as translation, summarization, information retrieval and 
conversational interaction. LLMs achieve this mastery by self-learning on large text datasets [18]. 
After fine-tuning to perform tasks of heterogeneous texts large volumes analyzing, LLMs 
demonstrate a significant increase in performance, in some cases [19] exceeding the performance of 
models trained entirely from scratch.  

These features of language models contribute to LLM use when training them on large data sets, 
which allows us to note the fact that scaling models size themselves and data sets volumes used for 
training and testing leads to their generalization ability further improvement.  

It should be noted that, according to a different science approaches [20], the quality of LLM results 
is influenced not only by the presentation task execution examples in queries, but also by how the 
task itself was described in natural language in the query.  

An important part of working with LLM is engineering queries (pieces of text queries sent to the 
model input that formalize the task that the LLM must perform, taking into account additional rules, 
hints, examples and semantic context) to improve the efficiency and accuracy of their use. This 
process, according to the authors [21], is based on the sequential execution of procedures for 
changing and optimizing input queries to improve the target result generated by LLM for applied 
problems.  

An important aspect in this case is that the final quality of the model can vary significantly 
depending on how exactly the query was formed, even in the case where two different queries have 
the same essence and purpose, but different formation procedures. 

As a result of the work of such an ANN model, it is possible to generate a possible tokens wide 
probability distribution that are continuations of text sentences. The choice of the final token for the 
model is often determined through the stages of data sampling and its tuning; in this case, an 
important role is played by hyperparameter values selection that can influence the trade-off between 
generated text diversity and accuracy [22].  



All this can be useful in evaluating users' text posts on SN to analyze their profiles for anomalous 
behavior and identify bots. 

It should be noted that one of the key LLM common architectures disadvantages, for example, 
transformers, is the inability to model clear query execution logic and tendency to make 
actual errors on large text prompts [11,17,19]. To decide such problems, various methods are being 
actively developed and studied to improve the accuracy and quality of LLM work for different 
semantic contexts. An example of the approach used is relational or non-relational databases 
connection as a source of relevant information and symbolic memory, which makes it easier for 
models to process data. In this case, by combining the knowledge chain method and the database, it 
is possible to provide the LMM with the ability to access factual and symbolic information obtained 
or stored as needed [17]. 

Thus, analyzing existing works on the study of this topic, despite the identified difficulties in 
using LMMs and their shortcomings, it should be noted the relevance and feasibility of the 
development and use of such models for text data analyzing tasks, in particular, in identifying bots 

context. 

3. Models implementation and technical aspects 

To implement and apply the functionality of ANN models within the framework of the problem 
under researching, it is necessary to find or create significant size test data sets. As a basis, it was 
decided to use existing publicly available data sets fragments, pre-processing, cleaning, and also 
aggregate a number of adapted samples to give the data greater balance and diversity. For identifying 
bots task in 
data set was used [23].  

This dataset was created to help identify bot users online. The data set includes 100 posts from 
different users on the social network Twitter, as well as an indicator of whether the user is a bot. 
The data set is balanced. To assess LLM adequacy and accuracy for a given data set, it is advisable to 
use binary classification metrics, such as accuracy, recall, precision, f1. 

To conduct experiments on popular and new LLMs, it is necessary to provide access to their 
functionality by connecting available APIs. After analyzing the available options, it was found that: 

• For proprietary models, access is most often provided thanks to APIs specially developed 
for them for text generation tasks. 

• Open-source models can be accessed through public repositories and implemented 
drivers to support their implementation. 

• To independently develop language models, we need to create our own or use an existing 
LLM training and activation framework. 

As part of this study, it was decided to use the following LLM models (adapting them to our task): 
GPT2, Bloomz-1b1 and Mistral-7B. 

GPT2. Compared to the latest models, GPT2 has significantly fewer parameters and less ability to 
understand text. But, due to the small size of the model, it was decided to use GPT2 as the basic 

calculated, which contributes to the implementation models comparative testing concept. 
Bloomz-1b1. This open-source LLM accepts about 1.1 billion parameters, which is relatively small 

compared to other models. This reduces its potential for understanding text, but its use will allow us 
to measure how flexible LLMs can be for the task of identifying bots in SN with a relatively small 
parameters number.  

This will also allow local experiments to be carried out relatively quickly. This model was initially 
trained to analyze semantic instructions in the text, which justifies the advisability of its use in the 
conversational style text posts analysis. 



Mistral-7B. Open source model developed by MistralAI. a model designed to solve NLP problems 
with a high-performance degree. According to the authors [24], Mistral 7B outperforms Llama 2 13B 
in all evaluation metrics, the model uses attention to grouped queries for faster generation, combined 
with attention to sliding windows to efficiently process arbitrary-length sequences with reduced 
generation speed.  

Using this model will make it possible to better represent the open source LLM development field; 
in this case, a larger model is presented than bloomz-1b1 and with the ability to specify instructions. 

To adapt models to the problem under consideration, it is proposed to use the concept of inductive 
type transfer learning (TL) with elements of cross-modality [11, 17, 25].  

If YXf sw →:,  be a pre-trained model on the source dataset sD where D
sw   denotes D-

dimensional weight vector of the pre-trained LLM.  
Given the target dataset tD  , the fine-tuning method minimizes the standard negative log-
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the loss gradient using a mini-batch of data. Thus, the fine-tuning is a maximum likelihood 
estimation whose the log-prior is centered at sw . 

Using the above pre-trained models, we reduce training time by training only the last layer of 
models with significantly fewer variables. This is due to the fact that if we 
variables of the pre-trained model, then during the training process on a new data set the values of 
the variables will change (the last layer will be filled with random values); therefore, the models can 
make large errors when analyzing the text, which, in turn, will entail strong changes in the initial 
weights in the pretrained model. 

The advantage of accessing selected LLMs through a selected API is that it supports the use of 
the company providing access to the LLM computing capabilities, but the disadvantage of this is that 
the URLs and API request formats vary depending on the policies and restrictions of the company 
providing access to the LLM. This complicates the research process, because it is necessary to develop 
methods for implementing various request formats. To solve this problem, it was decided to use the 
OpenRouter service. This service allows us to query proprietary LLMs using a single interface, 
regardless of the specific model or company providing access to it. 

For the selected open-source models, it was decided to adapt a public repository for obtaining 
trained LLMs and datasets for them - "Huggingface", as well as the library developed by this service, 
"transformers". With this repository, it is possible to index the most popular LLMs over time; through 

due to a 
special shared software interface for their use. 

The technical side of performing research on selected LLM models is implemented in the form of 
a client-server web application with a simplified graphical user interface. 

To develop the main functionality of the project, the Python programming language version 
3.7.12 was chosen, which allows us to use convenient data collections and integrate libraries for 
processing and analyzing text data.  

To implement a number of functionalities within a web application, it is necessary to create an 
interactive interaction between the user and the web page; for this purpose, the JavaScript 
programming language is used. To build a web application framework and improve work with the 
database, it was decided to use the Django framework.  

To store data, it was decided to use a PostgreSQL relational database; a database of 4 tables was 
created to store metadata about models, experimental results, sets of hyperparameters and datasets. 
To ensure easier dependency and version management, the ability to run the proposed platform on 
many platforms and the logical distribution of the system architecture, it was decided to use Docker 
and Kubernetes. Based on the project concept, a use case diagram was created, the result is shown 
in Fig. 1. 



 

Figure 1: Use case diagram of developed web-application 

A project software implementation feature is a wide range of configurations for the task of 
analyzing text posts to identify bots in SN, integration with the X platform to gain access open posts 
data and to automate assessment, as well as the models automatic tracking functionality in 
open repositories, which is due to the previously described change their qualities with different 
versions. The web application is used as follows: the user interacts with the system through the web 
application, he can select different routes, each of which provides the functionality necessary to 
satisfy the user's functions (Fig.1). The experimentation process is carried out automatically; the 
system selects combinations of LMMs, configurations and tasks on which to conduct experiments, 
saving the results in database tables. An administrator is a user who hosts a developed platform for 
conducting experiments manually by setting configurations, using and testing the latest models and 
methods, making modifications to experimental methodologies, and also editing the open source 
code of the developed web application. A diagram of the system components involved in the 
deployment process is shown on Fig.2. The cluster consists of the following elements (each node is 
a separate virtual or real machine): 

1. Management node. This node performs tasks related to task orchestration, message passing, 
and cluster management. Specifically, it hosts a kuberne
message broker server for communicating data and messages between individual applications in the 
cluster, and an Apache Airflow work orchestration server to perform tasks of tracking and evaluating 



language models. Since this node is the most important in the cluster, it was decided not to place on 
it only the code that is taken from trusted libraries (Kubernetes, Kafka, Apache Airflow). 

 

Figure 2: Components diagram of developed web-application 

2. Persistent database node. This node hosts the database servers required for the cluster. Placing 
them on a separate machine allows us to optimize this node for constant data safety. 

3. Web server node. This node contains a web server for user interaction with the system, as well 
as a method for creating Kafka messages (this is necessary for functionality where the user requests 
generation by some model). 

4. Node for tracking and evaluating language models. This node hosts containers and methods 
for performing language model tracking and evaluating them. In addition, these methods are run by 
the Airflow task runner if the orchestrator decides to run them, and the node also hosts the Kafka 
message generation method (this is necessary for functionality where text generation needs to be 
requested). 



5. Language model launch node. This node hosts methods for language models to generate text, 
as well as a method for receiving Kafka messages about text generation. 

6. Internet. The cluster needs to have access to the Internet to serve user requests, find and track 
language models, as well as links to API requests for text generation to evaluate models. 

7. Host. The cluster management node must have access to the host machine, from which it will 
receive server management commands. 

To create the system, it was decided to first implement 4 main pages that meet the functional 
requirements: a page with navigation, a page with viewing metrics for a specific LLM on text analysis 
tasks, a page with viewing LLM answers for a set of posts for a classification task, a page with the 
ability to enter by the user data regarding the task and obtaining the results of the LLM work. 

These pages will allow us to obtain the most key results from assessing the performance of models 
and will be responsible for a larger amount of information that can be reflected in reports. Based on 
these requirements, an interface mockup was developed (Fig.3). 

 

Figure 3: Web-application interface mockup 

4. Experiments and results analysis 

Table 1 presents the metrics for the task of identifying bots in SN according to the history of their 
publications based on TL adapted GPT2, bloomz-1b1, mistral-7b LLMs and without it (in the latter 
case, the results were 3-4 times worse compared to the adapted version).  

- 
ke 

records.  
Analyzing the results obtained, it can be concluded that different LLMs have significantly 

different quality, regardless of their size. For example, the Recall metric shows that bloomz-1b1 flags 
users as a bot more often than others, so it makes no sense to use it in practice, while the mistral-7b 
model, which has the same size, showed significantly greater accuracy (more than 0.9) as a bot 



classifier. Also, mistral-7b in terms of metrics corresponds to better results than gpt2 and bloomz-
1b1, while being almost 7 times larger than bloomz-1b1. Analyzing the LMM metrics that most 
efficiently coped with this task (mistral-7b and bloomz-1b1), it was concluded that it is possible to 
accurately locate bots in online networks due to LMM, but this requires additional fine-tuning and 
data preprocessing to obtain a greater degree of adequacy and model generalizing ability, while LLMs 
sensitivity used to a hyperparameters number in experiments case performed is not great.  

Table 1 
ts in SN 

LMM Prompt Type Recall Precision F1 Accuracy Unfit 
Answers 

gpt2 Without Explanation 0,87 0.66 0.22 0.75 15 

gpt2 With Explanation 0,84 0.64 0.26 0.73 10 

bloomz-1b1 Without Explanation 0.79 0.79 0.31 0.7 25 

bloomz-1b1 With Explanation 0.77 0.78 0.28 0.72 23 

mistral-7b Without Explanation 0.95 0.9 0.14 0.92 2 

istral-7b With Explanation 0.93 0.87 0.12 0.91 3 

 

Figure 4: Visualizations metrics iteration on GPT2 model 

In addition, we note that the presence in the request of an explanation of what publications from 
bot accounts usually are had a negative impact on LLM quality of for all metrics.  

It is therefore concluded that query engineering should take into account that a new modified 
query format may degrade LLM quality, even if it has information added with the intention of model 
quality improving, so a separate procedure for evaluating new query formats must be carried out. 

Fig.5 shows posts fragment viewing result from one of the users (dataset records), when the model 
produces different classes depending on the length and content. 

The user whose post text is given above is actually a bot and often publishes posts - job vacancies 
and posts about IT topics. It is possible to assume that this user is a robot of some company for 
recruiting new employees and does not have a negative effect within SN, because controlled by 

 employees. The GPT2 model classified this user as a bot with 77% confidence, bloomz-
1b1 with 88%, mistral-7b with 94%. Using this example, we can clearly monitor LLM models correct 

fact that the formalization of the task in the request describes posts publication from bots as those 
that contain explicit advertising (including links), repeated and close-in-context phrases in posts, 
news headlines in different registers using highly relevant anchors, or sound too monotonously, 
without text tone changing signs. 



 

Figure 5: Bot post example collected to the dataset 

It should also be noted that most of the  publications from this user sound more energetic. 

5. Conclusion 

As a result of the research, the application and adaptation of existing large language models for 
processing and intellectual analysis large volumes heterogeneous texts was carried out when 
identifying bots in social networks. The developed web application allows us to connect, select, track 
updates to the API and adapt selected LLMs to input data sets, automating all data analysis stages in 
individual pipelines using AirFlow and other technologies. The GPT2, bloomz-1b1, mistral-7b models 
adapted on the basis of TL generally successfully cope with identifying bots task in SN based on their 
text posts; the greatest accuracy is achieved by the mistral-7b model without the function of issuing 
explanations. Based on the research results obtained, we can conclude that the presence of additional 
explanations when analyzing aggregated heterogeneous user texts, the volume of which exceeds the 
length of an individual post, often imposes additional restrictions on ANNs work and limits their 
generalizing ability. In the absence of this parameter, the performance of ANN models is more 
weighted, however, this effect may be due to data set specifics. In the future, a rational way of 
research is to empirically search for the model operation parameter influence degree and identify its 
relative value in fractional form, taking into account the TL approach.  
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