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Abstract 
With the rapid development of technology in recent years, the use of cameras and the production of video 
and image data have significantly increased. Therefore, there is a great need to develop and improve 
video surveillance techniques to their maximum extent, particularly in terms of their speed, performance, 
and resource utilization. In this study, we focused on the formalization of video frame descriptions in the 
context of solving video motion detection and motion tracking. Our approach is based on dividing each 
frame into blocks that allows to present image frame as a square matrix for a formal description. The 
frame block is a matrix of arbitrary dimensions. The ability to skip the step of matrix transformation to a 
square dimension or vectorization using some descriptor allows to reduce computational costs, freeing up 
computational resources required for this transformation. In our study, we used Ky Fan norm value as 
image frame block descriptor. The Ky Fan norm is built on top of matrix singular values. A singular 
decomposition does not impose restrictions on either the dimension or the character of the elements of 
the original matrix. Ky Fan norm fluctuations do not depend on video frame size. The decision about the 
presence of changes in the context of motion detection is made based on a comparison of array 
consecutive images descriptors, so the values of the Ky Fan norm. Changing the Ky Fan norm in 
neighboring blocks allows to build a motion tracking. 
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1. Introduction 

The video data amount and its quality are increasing every year. Processing a large volume of 
information is a challenge for modern information systems in almost all classes of tasks. Probably, 
since the surveillance of cameras appearance, motion detection and motion tracking remain the 
most relevant ones. Modern approaches consider motion detection and motion tracking for various 
tasks: traffic flow control [1-3], security cameras motion detection [4], object tracking [5], multiple 
object tracking [6], etc. In the context of solving the motion detection issue, the ability to skip the 
step of matrix transformation to a square dimension or vectorization using some descriptor allows 
reducing computational costs, freeing up computational resources required for this transformation, 
and making it look worthwhile. 

When dealing with natural data, challenges cannot be avoided. The quality of algorithms is 
affected by such natural phenomena as rain, snow, or changes in lighting. They occlude 
background information and can significantly impair visibility, which makes motion detection 
difficult. Most of the existing methods rely heavily on synthetic training data, and thus raise the 
domain gap problem that prevents the trained models from performing adequately in real testing 
cases [7,8]. 
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Modern approaches in the video data analyzing process also focus on the privacy aspects. In the 
cloud era, a large amount of data is uploaded to and processed by public clouds. The risk of privacy 
leakage has become a major concern for cloud users. Cloud-based video surveillance deals with 
motion detection, which may reveal the privacy of people in a surveillance video. Privacy-
preserving video surveillance allows motion detection while protecting privacy. Motion detection 
method on encrypted and HEVC-compressed videos has been presented [9]. It adopts a novel 
approach that exploits inter-prediction reference relationships among coding blocks to detect 
motion regions. 

Different approaches for detecting and matching objects and images with set of other images 
have been proposed in literature [10] such as optical flow [11,12,13], image segmentation [14,15,16] 
and region based methods [17,18,19], but techniques based on local features are the most popular 
for detection, recognition and tracking applications. Feature extraction is mainly a two-step 
process, detection and description of an interest point. Where detection means to locate image 
points with some distinguishable property and description contains the information (such as 
derivatives) of the neighborhoods of points which provide a mean of establishing point to point 
correspondences and improves matching results. Both of these steps in feature extraction play a 
vital role in upgrading the performance of the algorithm. The efficiency and accuracy of the 
technique lies in accurately detecting feature points and efficiently generating its descriptor. 

Matching two images together and finding exact correspondence between their feature points 
are the most challenging tasks, but also the most fundamental ones for any recognition and 
tracking application. In order to find the local information from images which should be sufficient 

application. 
The SVD [20] is a powerful and robust mathematical tool often used in signal and image 

processing, computer vision, pattern recognition, fragment analyses and other areas. Recently, it 
has been successfully applied to adaptive background modelling and motion detection in image 
sequences [21]. For greyscale sequences, the data matrix A of size m × n is formed by m 
consecutive frames, where m is the size (depth) of the temporal data window, n the number of 
pixels in a frame. Each frame is read row-by-row and stored in a row of A. For color images, each 
pixel is typically represented in A by three values, e.g., the RGB codes. SVD-based moving object 
detection uses the residual error for a few largest singular values as the measure of change in the 
observed scene. 

SVD solves is one of its most important visual characteristics - periodicity of an object. 
Recently, several low-rank/sparse matrix decomposition techniques indicated that a relationship 
exists between the frequency components of the motion matrix and its decomposition components. 
This relationship was mostly identified based on empirical evidence without proper analysis, which 
led to an unclear understanding and poor utilization. Approach [22] attempts to establish the 
relationship between the periodic components in the motion matrix and its singular value 
decomposition (SVD) components. The transformation of the periodic components of the motion 
matrix through QR factorization and Golub Kahan bidiagonalization, which are the two essential 
steps of SVD, was thoroughly discussed and analyzed. 

This approach [23] proposes a moving object detection algorithm using corner point matching 
based on singular value decomposition to deal with the problem of the effect because of the 
changes of light and background. Firstly, the Kalman filtering is used to predict the target center 
and area; Secondly, corner points are detected in the target area by Harris corner detector; finally, 
corner matching between the corners of current frame and the corners of target template is based 
on the improved singular value decomposition algorithm. 

In the research [24], singular value decomposition of the matrix and the Ky Fan norm are 
proposed for scene change analysis. The obtaining an abbreviated description of video frames 
allows to reduce both time and computational costs when further solving a whole range of video 
analysis problems. Analysis of the effectiveness of the obtained descriptor for different video data 



sizes, showing that the change in the descriptor for each block is independent of the video size and 
aspect ratios [25]. 

It should be noted that despite the large number of researches in the field of motion detection 
and tracking, at the moment there are practically no approaches based on fragment analysis of 
video streams. So, in proposed approach we decided to apply fragment analysis in combination 
with SVD. This combination can get a fairly effective pre-motion detector. A scene change in the 
individual block will be associated with a Ky Fan norm changes. If the norm value exceeds the 
threshold value, we can conclude motion detection in a specific segment. Ky Fan norm changing in 
neighboring fragments will allow to select a zone of interest and build object motion tracking.  

2. Singular value decomposition, Ky Fan norm overview 

The singular value decomposition is an extremely useful tool across computer vision. One of the 
reasons for this is the singular value decomposition can be used to show the strength of the 
relationship between data sets. A common tool for calculating these relationships is principal 
component analysis. Principal component analysis takes a data matrix A and forms a new matrix 
M of vectors ordered according to their variance. It is found through the formula: 

𝑀 = 𝐴𝑊, (1) 

where W is a matrix composed of the eigenvectors of A*A. A quick look at the singular value 
decomposition of A*A 
of eigenvectors for A*A. Thus a singular value decomposition is a very simple way of finding the 
principal component analysis. 

The singular value decomposition is also a very handy tool for estimation of inverses of singular 
matrices. A matrix is nonsingular matrix if it has all nonzero singular values. In this case the 
inverse is very easy to calculate and can be found by simply performing the following calculation 
on the singular value decomposition: 

𝐴 = 𝑈𝑆𝑉∗, 𝐴−1 = 𝑉𝑆0
−1𝑈∗ (2) 

where S-1 can be calculated easily by taking the inverse of each singular value. However, if the 
singular value of zero appears in the singular value decomposition of the matrix, then the matrix is 
singular, and the inverse is approximated by 

𝐴−1 = 𝑉𝑆0
−1𝑈∗ (3) 

where S0
-1 has entries of the inverse of the singular value when the singular value is greater 

than some small threshold value and 0 otherwise. 
The SVD is related to many common matrix norms and provides an efficient method to 

calculate them. It follows from our existence the sum first k singular values: 

‖𝐴‖𝑘
𝐾𝐹 = 𝜎1(A)+. . +𝜎𝑘(A) (4) 

is a matrix norm, called the Ky Fan k-norm. 
SVD does not require source matrix to be square which makes it easily applicable for video 

processing. The point is that support of matrices of any dimension gives flexibility in source data 
representation. Technical to represent video frames can be based even on source image as well as 
any composition of descriptors without additional transformations. 

3. Application of Ky Fan norm fragment analyses for the motion 
tracking 

In this section we will consider results produced by the developed application. In our experiment 
we used a video surveillance camera HIK Vision model DS-2CDD2047G2H-LIU, with firmware of 



5.7.13 build 230706, video format 
office building parking and worked the whole day. 

The first step is to represent the sourced videos as a sequence of frames. An example of such a 
representation is shown in Figure 1. 

Each frame is converted from RGB to grayscale model so that the value of each pixel carries 
only intensity information. Thus, problems associated with color rendering and color perceptions 
are excluded from consideration. Practically means that we will be working in the intensity 
domain.  

As a result, the change in illumination will affect our experiment and we will measure this 
change by SVD. In the context of solving video surveillance, we can detect new object in the frame 
and follow object motion by fluctuation of singular values in the fragments.  

 

 

Figure 1: Video source as a sequence of frames. Source: compiled by the authors. 

The result of frame-by-frame processing is a new video source in grayscale model with marked 
blocks, which is shown on Figure 2. Each block contains the following data: Ky-Fan norm value, 
Ky-Fan norm middle value for the last X frames and deviation from threshold. One block zoomed 
in can illustrate the result in a better way. White spot is marking fragment that was determined as 
a motion area. 

 

Figure 2: The result of frame-by-frame processing is a new video source in grayscale model with 
marked blocks with Ky-Fan norm value, Ky-Fan norm middle value for each block. Source: 
compiled by the authors. 



3.1. Motion Detection 

Every frame has been divided into 5x5, 10x10 and 20x20 blocks. We received matrix 5x5, 10x10 and 
20x20. Received matrix block of a size is applicable for SVD transformation so singular values are 
calculated.  

As a result, Ky Fan norm is found for each block. The choice of the block count depends on the 
size of the interest area.  

The results are given for 10x10 (100 blocks) to better illustrate the result. Now we consider 
results of Ky Fan norm application for motion detecting. 

Our approach is based on comparing the Ky-Fan norm value with the middle value for the last x 
frames.  

If the difference exceeds threshold, we consider the scene changed or movement has been 
occurred in the fragment. 

∆𝜎 = 𝑓(𝑥) − 𝑦 (5) 

𝑓(𝑥)- middle value of last x frames, y- Ky-Fan value, ∆𝜎 - motion detection sensitivity. 
We selected fragment number 83 for the result demonstration in details. Fragment order is from 

left to right and from top to bottom. Fragment number 83 marked by yellow frame Figure 3. Motion 
detecting result is shown in Figure 4.  

We compared Ky Fan norm value to the middle value for the last 20 frames. The experiment has 
established that the deviation from the threshold value should be within 1-3% for object motion 
detection.  

On the frame number 90 Ky Fan norm value exceed threshold and movement has been detected. 
Ky Fan norm values for last 20 frames shown in Table 1. 

 

Figure 3: Motion detecting result for fragment 83 marked by yellow frame. Source: compiled by 
the authors. 



 

Figure 4: Ky-Fan norm fluctuation for fragment 83. Y is Ky Fan norm value, X is frame numbers. 
Source: compiled by the authors. 

Table 1 
Ky Fan norm values for last 20 frames 

Frame number Ky Fan norm Frame number Ky Fan norm 
71 4572 81 4559 
72 4571 82 4556 
73 4571 83 4555 
74 4571 84 4553 
75 4571 85 4550 
76 4571 86 4547 
77 4571 87 4539 
78 4571 88 4528 
79 4570 89 4524 
80 4567 90 4512 

 

3.2. The tracking method 

We can detect Ky Fan norm fluctuation in any fragment and if the value will exceed threshold, we 
can confirm movement in this fragment.  

By combining the fragments in which the norm value has changed, we can build a graph of the 
object's movement.  

As a result, we can track the way of the person on the parking Figure 5. In our video source the 
man stair down, cross parking and reach the car. White spots marked fragments with extreme 
values. 



 

Figure 5: Motion tracking. Source: compiled by the authors. 

3.3. Avoid artifacts 

Natural lighting is variable: the sun's rays, the movement of clouds lead to changes in the 
illumination of different fragments. Unstable illumination will provide motion detection in 
fragments without scene changes or object motion. Our approach has to exclude such fragments 
from the motion graphs. We need select only neighboring fragments because the motion object 
will cross only fragment with common border. Any other fragments have to be excluded from our 
track. We can apply square filter 3x3, which will determine neighboring fragments with motion 
tracking graph Figure 6. Fragment 38 will exclude from motion track because no neighboring 
fragments in filter frame. Fragment 84 will apply in motion track because fragments 83 and 73 are 
neighbors. 

 

Figure 6: Square filter 3x3, which will determine neighboring fragments with motion tracking 
graph. Source: compiled by the authors. 



Motion tracking before filtering is show on Figure 7. Filtering result is shown in the Figure 8. It 
should be noted that filtering based on neighboring fragments can be applied when there is one 
moving object in the frame. 

 

Figure 7: Motion tracking before filtering. Source: compiled by the authors. 

In order to visualize results of Ky Fan norm usage for video analysis Python 3.10.11 application 
was developed and launched on Intel Core i5 processor with 16 Gb RAM and Windows OS 
installed. The application has dependencies from two open-source libraries with Apache license: 
OpenCV version 4.7.0 and numpy version 1.24.3.  

 

Figure 8: Motion tracking after filtering. Source: compiled by the authors. 

4. Conclusions 

Proposed approach will not answer the question of which object is moving, so there is no talk 
about classifying moving objects. The combination of fragment analysis and SVD allows finding 



fragments of the frame that could serve as a region of interest, and to which a more reliable 
algorithm with analysis only the necessary information of a much smaller size compared to the 
initial data could be applied. In this study a Ky Fan norm matching based SVD-covariance 
descriptor for motion detection and motion tracking was proposed. Methodology describes the 
SVD generation of the region covariance as the tracking feature. Experimental results demonstrate 
the effectiveness and prospect of proposed approach. The choice of fragments count depends on 
the size of the 
affects the number of fr
covers several fragments, than motion detection will be established in all these fragments. In 
addition, it should be noted that the number of fragments will affect the motion detection threshold 
value. The low cost of SVD and the absence of additional computations make our approach simple 
and efficient, which was named as - As a result, the proposed approach 
allows to significantly reduce the size of analyzed information for further classification of moving 
objects. For further research the tracking performance will be further improved by combining 
probabilistic frames. 
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