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Abstract 
Early plant pest recognition is important to take timely preventive measures to stop pest spread and 
improve yields. Multiple approaches rely on neural networks to monitor for plant pathology using edge or 
mobile devices. However, quality of small neural networks is often insufficient. Knowledge distillation can 
be used to transfer knowledge from large and accurate neural network to a smaller one. In this work we 
present a novel feature distillation approach based on group convolutions to improve student neural 
network performance. The final MobileNetV3 network achieves 74.83% classification accuracy on IP102 
plant pest dataset. The trained network is fast enough for edge and mobile devices. 
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1. Introduction 

Early and accurate plant pest classification facilitates selection of preventive measures to stop pest 
spread and improves agricultural product yields. Recent research [1], [2] has shown that 
convolutional neural networks can solve the problem with high efficiency. However, small neural 
networks that can be inferred on low-power edge devices show lower classification accuracy. 

One of effective ways to improve small neural network accuracy is neural network distillation [3]. 
It is assumed that large neural networks have learned to extract more discriminative features from 
the dataset than small networks. When the smaller network is tasked not only to discover features, 
but also to mimic already learnt features from a larger network, the final accuracy is improved. Early 
plant pathology classification has become more important in agriculture, new approaches for 
efficient on-device inference have been proposed. Many of the approaches [4], [5] use knowledge 
distillation to improve the final accuracy. 

Distillation can be performed for different parts of the neural network. Output logits [6], weights, 
attention maps [7] or inner features [8] can be distilled. Good distillation performance can be 
achieved, for instance, by combining feature and logit distillation. However, when transferring 
knowledge between networks with different architectures, feature map sizes in the network 
commonly do not match. Therefore, a special mapping layer is required to adjust layer sizes. Fully 
connected or convolutional blocks can be used for the mapping layer. It should be noted that the 
mapping layer might contain a lot of parameters; therefore, learning to map any teacher features to 
any student features. Thus, the distillation performance is degraded. 

In this work we propose a novel feature distillation approach, where group convolutions [9] are 
used for the mapping layer to distill teacher features to student.  The proposed layer consists of 2 
group convolutions with a small number of inner convolutional channels. We show that adding 
feature distillation with the proposed layer to logit distillation, outperforms both logit distillation 
and feature distillation without group convolution.  As a benchmark we use recently proposed IP102 
fine-gradient plant pest classification dataset [10], that has large number of pest categories and 
training images in the field. 
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2. Literature Overview 

To perform plant pest or plant disease classification, typically, transfer learning is applied. In such a 
case, an ImageNet-pretrained neural network architecture is taken, which is then finetuned on the 
downstream task. ImageNet is a large dataset with over 1M images and 1,000 classes to distinguish 
between. The plant pest or disease datasets are 10 1000 times smaller. The pretrained neural network 
has learned to extract many common features that can be useful also for plant-related tasks. Thus, 
during transfer learning the neural network overfits less to the training dataset, resulting in better 
generalization capabilities. 

Larger architectures typically give better results during transfer learning (e.g., large 
configurations of ResNet [11], ResNeXt [12], EfficientNet V2 [13]). However, they cannot be inferred 
on edge or mobile devices due high memory and computation power requirements, while sufficiently 
small neural networks (e.g., MobileNet V2 [14]/V3 [15] family) demonstrate lower accuracy. Thus, 
finding balance between accuracy and hardware requirements is important research direction plant 
healthiness-related tasks. 

Several approaches are proposed to reduce memory and computation power requirements, like 
dynamic neural networks [16], [17] and distillation. The latter has originally been proposed in [3], 
[18]. The distillation approach relies on an assumption that larger neural networks are able to learn 
more discriminative features, while small neural networks might underfit the data. By enforcing the 
smaller neural network to mimic output logits or intermediate features of the larger network, 
network accuracy can be improved. 

Multiple distillation-based approaches have been presented for plant healthiness estimation, 
through early recognition of plant diseases or pests. [19] propose multi-task knowledge distillation 
approach to improve tomato leaf disease classification accuracy and disease severity estimation. The 
approach is based on Kullback-Leibler distillation loss joined with attention transfer [7]. In [20] 
ResNet-50 model is trained using head and feature distillation to improve plant pathology 
classification accuracy on the Plant Pathology dataset [21]. Authors of [4] propose multistage 
knowledge distillation method for improving lightweight plant disease detection model. The authors 
use focal and global distillation for backbone features as proposed in [22], joined with head 
distillation. The experiments were conducted on the PlantDoc [23] dataset. In [24] the authors 
investigate the problem of continual learning in agriculture, when the model needs to learn new 
weed or disease classes incrementally. The common problem in class-incremental learning is that of 
catastrophic forgetting of the previously learned classes. The authors propose a knowledge 
distillation-based solution to the problem. Authors of [25] train low-power model for plant disease 
detection for smart hydroponics using knowledge distillation technique. In [5] a modified neural 
network architecture is proposed for maize disease detection. Training is performed using channel-
wise distillation. 

A survey of plant pathology datasets is available in [2]. In this work we use IP102 fine-gradient 
plant pest classification dataset [10], that has the largest number of pests (102) and annotated in the 
field images (75,222) among the considered datasets. 

Large networks, such as ResNet-50 are often used as knowledge distillation target, while mobile-
friendly neural networks, that are suitable for on-device processing are not sufficiently studied in 
plant pest classification research works. Therefore, in this work we propose a novel group 
convolution feature mapping layer for mobile-friendly neural networks, that improves the distilled 
network accuracy of the MobileNetV3 neural network. 

3. Materials and Methods 

To perform distillation, first teacher network should be selected and trained. In the experiments 
section we evaluate multiple architectures and select the one with the highest plant pest classification 
accuracy. 

For the target loss used for teacher training the common choice is the cross-entropy loss function: 



𝐿𝑇(𝑦̂, 𝑦𝑡𝑟𝑢𝑒) = −
1
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where 𝑦̂ is a vector of convolutional neural network logits, 𝑦𝑡𝑟𝑢𝑒 is one-hot encoded vector of the 
true class, 𝑁 is a number of mini-batch images. The softmax function is defined as follows: 

𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑦̂𝑐) =
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In distillation scheme proposed in [3], after the teacher network is trained, the student is trained 
on a joined targets (Eq. 1) and soft targets (Eq. 3) losses: 
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where 𝑦̂𝑠𝑡𝑢𝑑 is a vector of student logits, 𝑦̂𝑡𝑒𝑎𝑐ℎ is a vector of teacher logits obtained on the same 
input image as 𝑦̂𝑠𝑡𝑢𝑑, 𝐶 is the number of classes in the dataset, 𝑇 is the soft targets temperature. 

Multiple works [6], [7] have shown, that by distilling not only the final feature distribution, but 
also inner features, the final student network performance can be improved. When transferring 
knowledge between networks with different architectures, feature map sizes in the network 
commonly do not match. For instance, the last feature map before dense layer of the EfficientNetV2 
Large neural network is of size 1280 × 7 × 7, while feature map of MobileNetN3 Large is of size 
960 × 7 × 7. Therefore, a special mapping layer is required to adjust layer sizes. Fully connected or 
convolutional blocks can be used for the mapping layer. However, the mapping layer might contain 
a lot of parameters; therefore, learning to map any teacher features to any student features. Thus, 
the distillation performance is degraded. 

Group convolutions have been originally introduced in [9]. In the following works [12], [26] the 
group convolution has been shown as an efficient way of reducing the overall number of parameters 
and floating-point operations in the neural network architecture with negligeable accuracy loss. In 
this work we show that group convolution can be efficiently used to perform feature distillation and 
propose a novel group convolution mapping layer, that is able to improve distillation performance.  
The proposed layer consists of 2 group convolutions with a small number of convolutional channels 
between them. 

In a convolutional layer the following number of parameters should be trained: 

𝑁𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠 = 𝐹𝑜𝑢𝑡 (
𝐹𝑖𝑛 ⋅ 𝐾2

𝐺
+ 1), (4) 

where 𝐹𝑖𝑛 is a number of input channels, 𝐹𝑜𝑢𝑡 is a number of output channels, 𝐾 is a kernel size, 𝐺 
is a number of groups in a convolution. +1 is given by the bias term. If 𝐺 > 1, the convolution is 
called group convolution; when 𝐺 = 1 it becomes a conventional convolution. For group 
convolutions it is required, that 𝐹𝑖𝑛 and 𝐹𝑜𝑢𝑡 are divisible by 𝐺. As is seen, the number of parameters 
in distillation mapping layer can be substantially reduced by using group convolutions. 

Group convolutions split one large convolution into subgroups; thus, reducing overall number of 
parameters. Additionally, the number of parameters can be further reduced by using 2 convolutions 
with a small number of inner channels instead on a single convolution. 

To minimize distance between teacher and student networks via the mapping layer, mean squared 
error loss is used: 
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where 𝑓𝑡𝑒𝑎𝑐ℎ is a teacher feature map, 𝑓𝑠𝑡𝑢𝑑 is a student feature map, 𝐻 and 𝑊 are height and width 
of the output feature map, 𝐺𝑀𝐿(⋅) is the proposed group convolution mapping layer. 

The final neural network distillation loss with the proposed group convolution mapping layer 
consists of 3 weighted components (as is shown in the Fig. 1): targets, soft targets, mapping layer 
losses, and is defined as follows: 



 
Figure 1: Student network training with group convolution distillation. 

𝐿(𝑓𝑡𝑒𝑎𝑐ℎ, 𝑦̂𝑡𝑒𝑎𝑐ℎ , 𝑓𝑠𝑡𝑢𝑑, 𝑦̂𝑠𝑡𝑢𝑑 , 𝑦𝑡𝑟𝑢𝑒)
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(5) 

where 𝛾1, 𝛾2 are weights of the loss components, algorithm hyperparameters. 

4. Experiments 

In this work we develop plant pest classification system. The processing should be performed on an 
edge device with a camera attached with performance level similar or equal to Raspberry PI 4. The 
monitoring will be performed directly on device. In this work we plan to use MobileNetV3 [15] as 
target neural network as it was shown as a mobile-friendly neural network with high accuracy [27]. 
To perform knowledge distillation using the proposed method, first we select teacher network. We 
have evaluated state-of-the-art neural networks in their largest available configurations: ResNet-152 
[11], DenseNet-201 [28], EfficientNet B7 [29], ConvNext Large [30], EfficientNetV2 Large [13]. 
Transfer learning has been used to train each network from ImageNet weights. Training has been 
conducted for 20 epochs using Adam gradient descent optimizer with initial learning rate 𝛼 = 10−3 
and batch size of 256. Best model weights are selected on validation. Training has been performed 
on Nvidia RTX 4090 GPU. Results are presented on test set. MobileNetV3 student network has been 
trained from ImageNet-pretrained weights for 30 epochs with other hyperparameters similar to 
teacher training. The trained student neural network has been used to perform plant pest 
classification on Snapdragon 845 mobile CPU. For all experiments images of size 224 × 224 were 
used. During training the following augmentations were used to improve model quality: horizontal 
flip, random resized crop and random rotation. These augmentations were used both for teacher and 
student networks. 

5. Results 

First, we train all large convolutional neural networks to select the best network to serve as a 

teacher. Teacher neural network training results are shown in Table 1. The best result is shown 

in bold. As can be seen EfficientNetV2 Large has the highest accuracy on the IP102 test set. This 

network is therefore selected as teacher for all the following experiments. MobileNetV3 training 

has accuracy of 72.14%, which is lower than that of teacher networks. Hence, it is reasonable to 

perform feature distillation. 



Table 1 
Teacher neural network plant disease classification accuracy 

Architecture Test Accuracy (%) Parameters (millions) 

ResNet-152 74.15 60.2 
DenseNet-201 73.69 20.0 
EfficientNet B7 73.30 66.3 
ConvNext Large 75.60 197.8 
EfficientNetV2 Large 76.17 118.5 

Next, we use grid search to find configuration of the proposed convolutional regressor with the 
highest accuracy. Searching all hyperparameters in a single stage would require more than 8 days of 
GPU training. Therefore, the search is performed in 3 stages. The hyperparameter grid search stages 
are shown in Table 2. Initial sizes of mapping layer convolutions are set to 3 × 3 kernel, 𝛾1 =

0.25, 𝛾2 = 0.25, 𝑇 = 2. Note, that the number of convolution groups cannot be larger, that number 
of inner channels. Therefore, for 32 inner channels, 64 groups were not considered. Following stages 
use several combinations of the best hyperparameters currently found.  

Table 2 
Hyperparameter search stages 

Stage Parameter Name Values 

I 
Inner Channels 32, 64, 128, 256, 512 
Convolution 1 Groups 1, 4, 16, 32, 64 
Convolution 2 Groups 1, 4, 16, 32, 64 

II 
Convolution 1 Kernel Size 1, 3, 5 
Convolution 2 Kernel Size 1, 3, 5 

III 
Regressor Weight 0.25, 0.5, 0.75, 1.0 
Distillation Weight 0.25, 0.5, 0.75, 1.0 
Distillation Temperature 2, 5, 7, 10 

 
We have found that the best plant pest classification accuracy is given by the configuration shown 

in Table 3. Analysis on each hyperparameter importance is presented in the Discussion section. 
As can be seen from the Table 4, group convolution distillation improves soft targets distillation. 

Additionally, using conventional convolutions has worse accuracy than the proposed approach by 
0,15 %, while having significantly larger number of parameters allocated for the feature mapping 
layer: 11,06 versus 0,22 million parameters (excluding the number of parameters in the MobileNetV3 
network). 

Table 3 
Best found hyperparameters 

Hyperparameter Best Value  

Inner Channels 64  
Convolution 1 Groups 16  
Convolution 2 Groups 4  
Convolution 1 Kernel Size 3  
Convolution 2 Kernel Size 3  
Regressor Weight 0.5  
Distillation Weight 0.5  
Distillation Temperature 10  

 



Table 4 
Influence of regressor components on the test accuracy 

Configurations Accuracy 
(%) 

Trainable Parameters 
(millions) 

Teacher (EfficientNetV2 Large) 76.17 117.36 
Non-distilled (MobileNetV3 Large) 72.14 4.33 
KD (Group Conv Distillation + Targets) 72.44 4.55 
KD (Soft Targets + Targets) 74.50 4.33 
KD (Conv Distillation + Soft Targets + Targets) 74.68 15.39 
KD (Group Conv Distillation + Soft Targets + 
Targets) 74.83 4.55 

6. Discussion 

The proposed knowledge distillation approach contains multiple components: training from true 
labels (targets loss 𝐿𝑇) and distillation (soft targets loss 𝐿𝑆𝑇, and 𝐿𝐺𝑀𝐿 loss computed using the 
proposed group convolution mapping layer). To compute each of the losses and the final training 
loss 𝐿, a number of hyperparameters have to be set. The considered hyperparameters were shown in 
Table 2. In this section we analyze and discuss influence of these hyperparameters on the final result 
and the improvement obtained on the IP102 plant pest dataset. 

During stage 1 grid search the following hyperparameters were considered: number of channels 
between the 2 convolutions, number of groups for the first and the second convolutions. Initial value 
of kernel size has been set to 3 for each of the convolutions. Overall, 116 combinations of 
hyperparameters were considered. Top 5 configurations based on test set accuracy are shown in 
Table 5. Also, the best configuration without group convolutions is added. 

As can be seen, using 512 or 64 inner channels result in better accuracy. All top configurations 
use one or both group convolutions (with 𝐺 > 1 in Eq. (4)), instead of the conventional convolution 
(with 𝐺 = 1). It should be noted that mapping layer of the best configuration in the table adds 4.7 
million trainable parameters, which is larger than that of the student network itself (4.33 million 
parameters). The configuration with conventional convolutions has even larger number of mapping 
layer parameters (5.1 million) and lower accuracy than other configurations. This large number of 
parameters might result in the mapping layer learning to perfectly map any teacher features to 
student features, thus deteriorating feature distillation performance. The second-best configuration 
with 64 inner channels and both group convolutions has 0.2 million parameters (21.8 times fewer), 
the third-best has 0.08 million parameters, both with accuracy only slightly worse. Therefore, for the 
stage 2 hyperparameter search all top-5 configurations were considered. 

Table 5 
Influence of the number of mapping layer inner channels and the number of groups on accuracy 

Inner Channels Conv 1 Groups Conv 2 Groups Accuracy (%) Mapping Layer Params 

512 1 16 74.55 4,794,112 
64 16 4 74.46 220,224 
64 16 16 74.43 81,984 

512 64 16 74.40 439,552 
512 4 4 74.39 2,582,272 

     
256 1 1 74.34 5,162,496 

 
In Figure 2 heatmap of the distilled model accuracy versus the number of convolution 1 and 2 

groups is shown for the number of inner channels 64 and 512. As can be seen, in both cases using 



conventional convolutions (with groups = 1) or splitting the convolution into too many groups (e.g. 
64 groups for both convolutions) does not give the best results. Choice of 4 or 16 groups seems to be 
reasonably good. Next, convolution kernel sizes with the highest accuracy for each of the top 5 
configurations from Table 4 are searched. The results are shown in Table 6. Clearly, using kernel size 
of 3 for both convolutions results in the highest accuracy. 

Table 6 
Influence of regressor convolution kernel sizes on accuracy 

Inner 
Channels 

Convolution 1 Convolution 2  
Groups Kernel 

Size 
Groups Kernel  

Size 
Accuracy (%) 

512 1 3 16 3 74,55 
64 16 3 4 3 74,46 
64 16 3 16 3 74,43 
64 16 1 4 5 74,40 

512 64 3 16 3 74,40 

 

 
(a) (b) 

Figure 2: Heatmap of the distilled model accuracy versus the number of convolution 1 and 2 
groups. Inner channels: (a) 64, (b) 512. 

 
Based on the conducted experiments, we estimate group convolution mapping layer 

hyperparameter importance.  
For that, recursive feature elimination with random forest regressor as base algorithm has been 

used, which is a common approach. As is shown in Figure 2, the number of convolution 1 groups has 
the highest influence on the test set accuracy, followed by the number of inner channels and 
convolution 2 groups. 

 Finally, loss weights 𝛾1, 𝛾2 and distillation temperature 𝑇 with the highest accuracy are searched. 
In this stage 2 best configurations from previous experiments are considered, namely 512 inner 
channels with 1 and 16 groups, and 64 inner channels with 16 and 4 groups in the first and second 
convolutions correspondingly. Overall, 128 combinations of these configurations are searched in 
stage 3.  

The results are shown in Table 3. Therefore, the initial values of 𝛾1 = 0.25, 𝛾2 = 0.25, 𝑇 = 2 are 
updated to the best 𝛾1 = 0.5, 𝛾2 = 0.5, 𝑇 = 10. Also, configuration with 64 inner channels (and 
fewer number of trainable parameters) has outperformed the large mapping layer with 512 inner 
channels. 

 



 
Figure 3: Group convolution mapping layer hyperparameter importance. 

Table 7 
Influence of weights 𝜸𝟏, 𝜸𝟐 and temperature 𝑻 hyperparameters on accuracy 

Mapping Layer Distillation  

𝛾1 Inner Channels Conv 1 Groups Conv 2 Groups 𝛾2 𝑇 Accuracy (%) 
0,50 64 16 4 0,50 10 74,83 
0,75 64 16 4 0,50 10 74,76 
1,00 512 1 16 0,25 7 74,75 
0,50 64 16 4 0,50 7 74,69 
0,75 512 1 16 0,50 7 74,65 

 
Finally, we investigate how knowledge distillation influences per class accuracy of plant pest 

classification. Obviously, it is not possible to show visualization of performance on each of 102 class 
of the IP102 dataset. Therefore, we sort classes by student test accuracy and visualize every 10th class 
performance for teacher, MobileNetV3 and the proposed combined knowledge distillation approach 
of group convolution mapping layer with soft targets as is shown in Figure 4.  

 
Figure 4: Teacher, non-distilled, distilled student accuracy on some of the IP102 dataset classes. 



As can be seen, in most cases distilled model takes intermediate place between teacher and non-

-distilled models. 

7. Conclusions 

As has been shown, large number of parameters in the feature mapping layer between teacher and 
student networks deteriorates performance of knowledge distillation. In this work a novel group-
convolution-based feature mapping layer is proposed, that significantly reduces the number of 
parameters in the mapping layer and improves the student network accuracy. Combined with soft 
targets distillation, the quality of the MobileNetV3 network is improved from 72.14% to 74.83% in the 
pest classification task. 

Future work will be focused on deploying the trained network on a Raspberry PI 4 stationary 
greenhouse plant pest monitoring system and improving accuracy of fine-grained plant disease 
recognition (detection and segmentation) at a large distance. 
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