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Abstract 
Identifying binary data blocks is a critical problem in recovering fragmented files during the digital 
forensics process. A promising area for solving this problem is using neural networks, which have shown 
high efficiency in classifying data blocks. An important point is that the amount of data usually analyzed 
during a typical case can be measured in hundreds of gigabytes. Therefore, in addition to improving the 
accuracy of data identification, the task of reducing the cost of resources involved comes into focus. In 
addition, real datasets may have certain features compared to test datasets. The goal is to develop a 
parameter-efficient tuning method for artificial intelligence systems. This method should increase the 
accuracy of identifying binary data blocks while reducing resource costs. The method proposed in this 
paper is to add blocks of parallel adapters to pre-trained frozen convolutional neural networks. The adapters 
mentioned above are trained on the same dataset and then tuned using the marginal entropy minimization 
with one test point method. It has been experimentally confirmed that the proposed method increases the 
robustness of the model and the efficiency of identifying data blocks while saving resource costs. 
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1. Introduction 

One of the stages of digital forensics is data recovery. For this purpose, a relatively wide range of 
specialized software tools are used, automatically searching for deleted information using 
combinations of different methods [1]. A typical situation is to perform signature analysis in the 
unallocated disk space without any other information from the filesystem (signature-based methods 
to identify the first and last blocks of files). As a rule, this method is quite suitable for recovering 
non-fragmented or bi-fragmented files. However, it is common for files to consist of three or more 
non-sequential blocks of data, which may also follow in the incorrect order [2]. Also, the first sectors 
can be overwritten by other data. As a result, file fragments without explicit signatures are not 
thoroughly analyzed in the later stages. For the above reasons, researchers identify data blocks at 
the initial phase of file recovery.  

On the other hand, when conducting computer-assisted research, the researcher's ability to 
process large amounts of information in a short time, reduce the amount of data under study [3], 
isolate important data, establish the relationship between different artifacts, and draw correct 
conclusions from it, comes to the fore. Due to the complexity of human perception of binary data 
and its large volumes, recent tendencies are increasingly using artificial intelligence models and 
methods with automatic feature selection [4, 5]. This greatly facilitates the work of digital 
researchers since, otherwise, the number of correctly identified data blocks depends on the quality 
of the manual selection of classifier features.  

In general, the stage of identifying data blocks is critical. The amount of information analyzed in 
a typical case can reach hundreds of gigabytes. If there are errors in identification, a large amount of 
information that may be significant will be ignored. In addition, most artificial intelligence models 
require improvement and significant resources for their training. It should also be noted that 
sensitive data is submitted for examination. Therefore, leaking or distributing this information is 
unacceptable. Taken together, all of this leads to the fact that the tasks of increasing the accuracy of 
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data block identification without a significant increase in computational complexity take a higher 
priority. 

The object of the research is the process of parameter-efficient tuning for artificial intelligence 
systems, which identify binary blocks of data. 

The subjects of the research are parameter-efficient tuning methods of an artificial intelligence 
system that improve the performance of binary data block identification. 

The goal is to develop a parameter-efficient tuning method for artificial intelligence systems, 
which will increase the accuracy of identification of binary data blocks while reducing resource costs.   

2. Review of the literature 

2.1. File fragment identification 

Artificial intelligence's appearance and widespread use have transformed many areas of life. 
Currently, artificial intelligence models and methods capable of identifying binary data blocks are 
being actively implemented in the digital forensic community [6]. For this purpose, methods based 
on the internal structure of files [7, 8, 9, 10, 11], based on the contents of files [12], for file restoring 
[13], and calculating the entropy of data blocks [14] are used.  

Techniques using n-grams have become widely used [15]. The researchers try to avoid the above 
disadvantages by using n-grams. However, it should be noted that the search for the specific features 
of files of different types has been replaced by the need to select a range of statistical measures that 
best satisfy the defined goals.     

The paper [16] proposes an approach to determining file types by 512-byte fragments, where the 
basic classifier is support vector machines (SVM). The authors break down the data blocks into 
unigrams and bigrams and then actually calculate ten statistical values for each fragment: the mean 
of unigrams and bigrams, their standard deviation, Hamming weights, and so on. As a result, the 
average accuracy was 67.78% when analyzing a dataset of 14 different file types. PPT, PDF, and DOC 
files had the lowest percentage of truly positive cases. 

Several experiments to identify 31 file types by their fragments using the n-gram technique and 
the support vector method are described in [17]. The authors achieved            74.9 % and 87.3 % 
accuracy rates in classifying data blocks with sizes of 512 bytes and 4096 bytes, respectively. It should 
be noted that the proposed method achieves high performance in identifying text file types such as 
TXT, XML, CSV, and LOG. Instead, a large number of errors are observed among compound file 
types, such as PPT, AVI, PDF, DOCX, GZ, PPT, and ZIP. 

In [18], various techniques for identifying file types by 512-byte fragments were also investigated. 
The application of two models was compared: 1) based on a feed-forward neural network (FNN) 
using unigrams and bigrams; 2) based on a three-layer one-dimensional convolutional neural 
network (1D-CNN). The first approach, used to identify 18 file types, provided an F1-score of 79.93% 
to 81.38% against 61.55% in the second case. 

In contrast to previous works, a number of papers propose another promising approach, the key 
feature of which is the automatic feature selection and the use of convolutional neural networks. 

Thus, in the work [19], 4096-byte data blocks are transformed into images with dimensions of 
64x64 pixels in grayscale. Subsequently, an artificial intelligence model was used to identify these 
objects, which included several two-dimensional convolutional neural networks (2D-CNN). It 
achieved an accuracy of 70.9% in the case of the analysis of 16 file types.  

The paper [20] investigates the use of recurrent (RNN), convolutional (CNN), and feed-forward 
neural networks (FNN) as classifiers. 512-byte data blocks were transformed into 8192 features by 
representing them as bits, each of which was assigned two features. Thus, when analyzing four file 
types, the highest accuracy was 98.04% with recurrent neural networks and was not less than 73% in 
other cases. Although the author conducts rather limited experiments, the results demonstrate the 
possibility of applying the presented models to classify file types by their fragments. 

A series of experiments on the classification of 512-byte and 4096-byte data fragments was carried 
out and described in [21]. The proposed model used one-dimensional convolutional neural networks 
in different cases, where all byte values from a data block were input. Depending on the number of 
classes to be evaluated (75, 11, 25, 5, and 2), the identification accuracy of identifying 512-byte 
fragments was 65.6%, 78.9%, 87.9%, 90.2%, and at least 99.0%, respectively. However, many false 
positives were noted when analyzing fragments belonging to a number of compound file types, such 



 

as MOV, 7Z, EXE, DJVU, PDF, PPT, PPTX, and DOC. As in other cases, additional factors affecting 
accuracy could be similar internal structure of files and the existence of embeddings, such as different 
kinds of media embeddings in Word, Excel, and PowerPoint files. 

2.2. Parameter efficient tuning 

In order to improve the developed artificial intelligence models, researchers use various methods. 
For example, it can be a simple increase in data, varying the neural network's architecture, iterating 
over its hyperparameters, and using more advanced activation functions. Each of the approaches has 
its pros and cons. However, the main disadvantage of the majority of methods is their resource 
consumption. For instance, full fine-tuning needs to update the entire model when a new task 
appears. Therefore, applying various parameter-efficient tuning methods for pre-trained models can 
reduce the resources required for work, increase productivity and learning speed, etc. In particular, 
parameter-efficient tuning methods have performed quite well with NLP models [22, 23, 24].  

The paper [22] presents a strategy for tuning a large language model. The main advantage is the 
need to add a small number of parameters for the task. This is made possible by using an adapter 
module. The authors achieve results that are close to full fine-tuning cases. At the same time, only 
3.6% of parameters were involved. 

A unified parameter-efficient tuning framework for multitasks is presented in [24]. This 
framework uses prefix-tuning and adapter-tuning modules to solve different NLP and Vision-and-
Language tasks. In general, the proposed approach achieves better results using a much smaller 
number of parameters.  

The paper [23] discusses various variants of parameter-efficient tuning methods and proposes a 
unified framework that establishes connections between methods. In addition, the authors conducted 
experiments using parallel and sequential adapters. In all cases, the best results are obtained through 
the use of parallel adapters.   

In contrast to previous works, where parameter-efficient tuning methods were applied to NLP 
tasks, parameter-efficient tuning modules for convolutional networks are proposed in [25]. In 
particular, the authors developed the adapter architecture as a bottleneck structure and considered 
four adapting schemes to ResNet50. This method can achieve results comparable to full fine-tuning 
with much fewer parameters. However, the method needs to show better results on tasks with 
significant domain shifts and depends on the quality of the features of the pre-trained model. 

2.3. Robustness 

Deep neural networks can achieve acceptable results on different test samples. However, training 
methods will not always be robust to perturbations in the input, changes in the domain, etc. 
Therefore, before applying these methods to actual cases, they usually need to improve their 
robustness. 

The paper [26] conducts a study of the robustness of vision transformers in relation to adversarial 
examples, common corruptions, and distribution shifts. The authors also present the method that 
consistently achieves outstanding performance on ImageNet and six robustness benchmarks. 

Another technique to improve the robustness is proposed in [27]. For training, the authors use 
pre-prepared images. For these purposes, augmentation operations are performed with each input 
image. Then, the resulting images are combined by mixing. As a result, the authors achieve fewer 
errors with CIFAR-10/100-C, ImageNet-C, CIFAR-10/100-P, and ImageNet-P than the other 
presented techniques. 

The problems of resistance to perturbation are also solved in [28]. The authors propose a method 
of marginal entropy minimization with one test point. This method allows to improve the 
performance of ResNet and vision transformer models. It also leads to improved performance on 
ImageNet-A, ImageNet-C, and ImageNet-R (by 1-8%). 

3. Neural model and training method 

To achieve the stated goal, it is evident that the task should be divided into separate blocks. Since 
the goal is to develop a parameter-efficient tuning method of an artificial intelligence system, which 



 

will increase the accuracy of identifying binary data blocks while reducing resource costs, these 
stages should be (Fig. 1): 

1. Building or selecting a model that can identify data blocks at an acceptable level. 
2. Building, selecting, or adapting a parameter-efficient tuning method that can achieve 
acceptable results while reducing the resources involved.  
3. Application of the method to improve the efficiency of the model and its robustness to 
disturbances. 

 

 
Figure 1: Proposed approach to solving the task 

3.1. Neural model 

When choosing the model to be proposed as a basis, we focused on the results demonstrated in 
various studies on the identification of binary data blocks [6]. In general, all studies solve the problem 
of finding a function f  that classifies n-bytes data blocks B by file type labels T [21]: 

𝑓 ∶ 𝐵 → 𝑇, (1) 

where 𝐵 ∈ ℤ255
𝑛 , T ∈ {𝑃𝐷𝐹, 𝐷𝑂𝐶𝑋, … , 𝑃𝑁𝐺} , ℤ255 = [0, … ,255], and n is typically 512 or 4096 

bytes. 
At the same time, attention was paid to the need to reduce the influence of the human factor in 

the manual feature selection. As a result, the model chosen for identifying binary data blocks was 
based on convolutional neural networks with automatic feature extraction, such as those described 
in [19, 20, 21, 29]. In addition, as the analysis of the works has shown, such models are a perspective 
direction in data identification.  

Such models are usually developed using a set of several convolutional and max-pooling layers 
with appropriately configured hyperparameters. Globally, only the initial layers of the model differ 
depending on the type of input data representation chosen. Schematically, typical models are shown 
in Fig. 2 [21, 19].  

3.2. Parameter-efficient tuning method 

At the next stage, the model should be improved with a reduction in the resources involved. Since 
the adapters are to be used with convolutional neural networks, the method described in [25] is 
suitable for this purpose. The concept of the parameter-efficient approach is to introduce adapters 
with a small number of parameters into a pre-trained model with frozen weights. Only these added 
parameters are then trained. The tuning method steps are summarized in Table 1. 
 
Table 1 
Tuning method 

# Steps 
1 Fix model weights after training 
2 Add parallel adapters to the model 
3 Train parallel adapters on the same training dataset 

 



 

In general, adding parallel adapters is the most convenient and universal approach [30]. The 
results obtained in [23] give additional reasons to suggest that parallel tuners are the optimal option 
for solving the problem. A schematic illustration of this approach and adapter architecture are shown 
in Fig. 3, where Cin 
compression. The adapter starts with the depth-wise convolutional layer. A non-linear activation 
function is then applied. The last adapter layer is the point-wise convolutional layer [25]. The 
dimensions of the convolutional layers are the same as the frozen blocks. 

In this case, the output  final model  should be calculated as follows:  
𝑥′ = 𝑂𝑃(𝑥) + 𝐴𝑑𝑎𝑝𝑡𝑒𝑟(𝑥), (2) 

where x is the input, OP and Adapter perform operations over input tokens with frozen 
parameters of the original model  , respectively. 

 

 
a       b 

Figure 2: Proposed model architecture with the input as a set of bytes (a) and as a grayscale image 
that is converted from all bytes of the data block (b) 
 

 
Figure 3: Proposed parameter-efficient tuning approach and adapter architecture 

3.3. Method of increasing the model robustness 

After training the model, adding a block of adapters to it, and then training them on the test dataset, 
the task of improving the robustness of the obtained artificial intelligence system to disturbances 
remains unsolved. To achieve an increase in the robustness of the model, we propose at the final 
stage to apply the method of marginal entropy minimization with one test point (MEMO), described 
in [28]. It is important to note that the whole network is not tuned, but only the adapter parameters. 
The key stages and the schematic approach of the method are shown in Fig.4 and Table 2. 



 

 

 
Figure 4: Proposed method scheme 
 
Table 2 
The key stages of the method 

# Stage 
1 Applying augmentation function on single test input 
2 Getting a model prediction from augmented inputs 
3 Calculation of marginal entropy for each result obtained on augmented input 
4 Calculation of the marginal output distribution averaged over augmentations 
5 Training of the model with marginal entropy minimization  

This method does not require a particular training procedure and does not apply any restrictions 
to deep neural network models. An additional advantage of the marginal entropy minimization with 
one test point method is that it can be applied to pre-trained models. This method does not require 
access to or modification of the model training process. In fact, this method adapts the model 
parameters, generating augmented data for each single test input and analyzing the results obtained 
on them.  

To do this, the marginal entropy is computed for each input sample. The following formula will 
calculate the loss function: 

𝑙 (𝜃, 𝑥) ≈ 𝐻(�̅�𝜃(∙ |𝑥)) = ∑ �̅�𝜃(𝑦|𝑥)

𝑦𝜖𝑌

𝑙𝑜𝑔�̅�𝜃(𝑦|𝑥), (3) 

where �̅�𝜃(𝑦|𝑥) : 

�̅�𝜃(𝑦|𝑥) =
1

𝐵
∑ �̅�𝜃(𝑦|𝑥�̃�)

𝐵

𝑖=1

, 
(4) 

where B is the number of augmentations, 𝑥�̃�is an i-th sample from the augmented data batch. 



 

4. Results 

The proposed artificial intelligence system is quite flexible and universal. During the development 
of this system, the convolutional neural network is selected as the base network in the first stage.  
This is mainly because this type of network is currently the most promising in terms of identifying 
data blocks [6]. It is necessary to note that the neural network can have an arbitrary architecture and 
hyperparameters since the subsequent parts of the system are independent of it. 

At the next stage, we chose parallel adapters due to their better performance [23], lower resource 
consumption, and the possibility of applying them to convolutional neural networks [25]. It is worth 
noting that in all cases, after adding a block of parallel adapters, the increase in the number of 
parameters was only about 3.5%.  

Otherwise, researchers are generally free to choose the architecture and parameters of these 
adapters necessary to achieve the goals.   

Finally, to achieve higher robustness of the artificial intelligence system, it is proposed to use the 
method of marginal entropy minimization with one test point [28]. This method is one of many that 
are possible. However, it is quite versatile and suitable for deep neural networks. This method has 
also shown itself well in experimental cases. 

The study compared the performance of pre-trained models and the developed artificial 
intelligence system. For this purpose, the results obtained during the experiments in [25] and [28] 
were applied to the results obtained in [21] and [19].   

In three of the four cases of their use (FGVC, VTAB-1k Natural, and VTAB-1k Specialized 
benchmarks [25]), the accuracy rates were in the range of -1.92% to 0.57% relative to the accuracy 
rates for the full fine-tuning method. The result for one of the datasets was 15% worse. This case is 
not considered in this study since such a result is obviously unacceptable. In such circumstances, the 
parallel adapter block would not be used, at least in that configuration. 

However, the method of marginal entropy minimization with one test point increases accuracy 
from 1% to 8% in all experimental tests. As for the performance of the entire proposed artificial 
intelligence system, this increase, in most cases, contributes to the overall improvement of accuracy 
values. In Table 3, the "Pre-trained model" column shows the accuracy of selected pre-trained models 
from[25], [21] and [19].  

The column "Model with pre-trained adapters" shows the results obtained in [25], as well as the 
estimated accuracy values for the cases of classifying data blocks (75 classes [21] and 16 classes [19]) 
when parallel adapters are added to the mentioned models.  

The last columns show the estimated accuracy rates in the case of using the method of marginal 
entropy minimization with one test point and the proposed artificial intelligence system in all 
scenarios. 

  
Table 3 
Comparison of models 

Dataset 
Pre-

trained 
model 

Model with 
pre-trained 

adapters 

Model with 
marginal 
entropy 

minimization 

Model with 
adapters and 

marginal entropy 
minimization 

FGVC [25] 83.46 83.77 84.29  90.14 84.61  90.47 
VTAB-1k Natural [25] 72.19 72.60 72.91  77.97 73.33  78.41 
VTAB-1k Specialized [25] 85.86 84.21 86.72  92.73 85.05  90.95 
Fifty-75  
(512-byte blocks) [21] 

65.6 64.34  65.97 66.26  70.85 64.98  71.25 

Grayscale image  
(4096-byte blocks) [19] 

70.9 69.54  71.30 71.61  76.57 70.23  77.01 

 
The results in Table 3 show that adding parallel adapters does not significantly affect the accuracy 

rates.  
However, in combination with the method of marginal entropy minimization with one test point 

[28], it is possible to improve the performance on the test set despite the training data's limited 
representativeness. 



 

5. Discussion 

The artificial intelligence system proposed in this paper consists of separate blocks. That is, in 
general, the model, the method of its tuning, and the method of increasing robustness can be chosen 
depending on the actual needs. The proposed method allows to improve accuracy on test data from 
different datasets, which indicates that the approach is quite universal and can be used in other tasks. 
For some datasets, the result is worse than for others. For example, the reason may be that the test 
sample overlaps more with the training distribution and contains more minor novelty elements. 
Thus, in [25], significantly worse results were obtained on the VTAB-1k Structured dataset. 

By contrast to the standard method of marginal entropy minimization with one test point, the 
proposed artificial intelligence system does not tune the entire network but only a small number of 
parameters (about 3.5%). A considerable speedup of test-time adaptation is expected. In addition, test-
time adaptation is not used for all samples but only for those where the marginal entropy is less than 
a certain threshold. This allows tuning to be applied only to a small amount of data. Although the 
parallel adapter reduces the network speed by up to 96%, the overall accuracy increased by 6-9%. 

This approach may be considered as a kind of controlled degradation mechanism when 
computational costs increase slightly for complex samples. At the same time, other properties of 
resilient systems are observed because tuning on the new data allows the system to improve and 
adapt to the novelty [31]. 

6. Conclusions 

This paper proposes a parameter-efficient tuning method for an artificial intelligence system for the 
first time that will be able to increase the accuracy of binary data block identification while reducing 
resource costs. The proposed approach is based on pre-trained convolutional neural networks that 
identify binary data blocks. After that, the model selected as the base one is tuned by adding a block 
of parallel adapters. Only the adapters mentioned above are trained on the same test dataset during 
this stage. Finally, in order to increase the robustness of the obtained model, the method of marginal 
entropy minimization with one test point is used.  

De facto, the novelty consists of the combined use of parallel adapters to reduce the resources 
involved and the method of marginal entropy minimization with one test point that improves the 
robustness of the resulting artificial intelligence system. Implementing the above combination 
requires fewer resources than full fine-tuning methods and improves accuracy in the task of 
identifying binary data blocks. 

Limitations. This paper focuses exclusively on convolutional neural networks as the base model 
for the proposed method. It is also restricted to comparisons of a limited number of existing 
approaches. 

Future research should be focused on applying the developed methodology to other forensic 
analysis tasks. 
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