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Abstract
This paper examines the environment of mission-critical HAT operations, and conceptually models
the human intent, AAI agency, and societal context. The conceptual model employs agency theory to
describe the relationship between human principals and Autonomous Artificial Intelligence (AAI) agents
in HAT. Further, an application of stakeholder theory prompts the inclusion of societal stakeholders’ roles
in mission-critical HAT operations. The model reveals the opportunity for incorporating an intermediary
mechanism of a non-human Mediating Explainer (MeX). MeX offers a novel means of resolving the
asymmetries of information and decision-making power in HAT relationships.
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1. Introduction

Autonomous Artificial Intelligence (AAI) systems can perform complex tasks and can be em-
ployed to deal with ambiguities that require human-like abilities [1, 2]. AAI systems are
considered ’rational agents’ that ’operate autonomously, perceive their environment, persist
over a prolonged time period, adapt to change, and create and pursue goals’ in a manner that can
bring about ’the best outcome’ or the ‘best expected outcome’ in non-deterministic situations
[3]. AAI is often required to operate in unstructured environments that are partially known
[4], presenting challenges [1, 5], requiring planning and adaptive decisions, while also raising
the possibility of unexpected or unintended outcomes to the organization or society at large
[1]. Thus, in mission-critical operations, a human collaboration, cooperation or control of AAI
systems, referred to as Human Autonomy Teaming (HAT), is implemented [5, 6].

1.1. Aims and Method

This paper examines the motivations for employing HAT in mission-critical operations in terms
of the human intent, AAI agency, and the societal context. It presents a ‘conceptual model’ [7]
that ‘descriptive[ly]’ and ‘normative[ly]’ [8, 9] examines ‘the focal construct’ [7] of explanations
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in mission-critical HAT operations. The conceptual model explores the multi-level delegation
of risks and hierarchical devolution of decision-making power to non-human autonomous AI
agents to fulfill human intent in a societal context. It employs agency theory to describe the
persuasion of economy and efficiency in HAT environments. The model, applying stakeholder
theory, broadens the discourse of explainability in the HAT environment [9], enabling its social
legitimacy [10]. It proposes a central role for a non-human Mediating Explainer (MeX) in
resolving the asymmetries of information and decision-making power, overcoming limitations
of bounded rationality within the HAT environment.

2. Conceptual Model of the HAT environment

Employing agency theory and stakeholder theory [9, 11, 12, 13], the intent-agency-context
in the HAT environment is conceptually modelled here. Principal-agent relationships in an
organizational context may be well understood with the ‘descriptive’ aspects of agency theory
[8, 9]. The ‘economics paradigm’ [13] available in agency theory, can describe the reason for
HAT in mission-critical operations. Additionally, to avoid a possible ’partial view of the world’
from agency theory alone, the stakeholder theory serves as a ’complementary’ theory for a
broader societal context [14], providing ‘normative’ and ‘descriptive’ aspects [9] to the HAT
environment (Fig. 1.). Stakeholder theory extends the HAT environment to the collective
context of ‘principled moral reasoning’ [9] and expectations from society at large.

2.1. Describing the HAT environment with Agency Theory

The need to leverage complementary skills of ‘risk-averse’ [14] human principals and AAI
agents meant to engage with high risk and uncertainty, can be considered the main motivation
for HAT [6, 15]. For example, in safety-critical undersea and littoral ’mine counter-measure’
(MCM)’ operations [16], where missteps may lead to dire consequences [17], HAT is deployed
to achieve MCM goals [18]. Applying the context of agents and principal-agent relationships to
HAT, human individuals in their capacity as the principals may be seen to engage AAI as their
agent to perform a task or service ‘on their behalf’ and ‘delegate’ some of their ‘decision-making
authority’ [19] to the AAI system. The ’agency’ role of the AAI system in risky or complex HAT
operations can be considered an ’acting for’ relationship, where the presence of a ’formidable
physical, social, temporal or experiential barrier separates principal and agent’ [13]. As found
in other agency theory related studies across multiple disciplines and contexts, in the HAT
environment too, there is ’outcome uncertainty’ that ‘trigger[s] the risk implications of the
theory’ [14]. Differential risk exposure is the reason the relationship between the human-
principal and AAI-agents in HAT exists. The essence of the HAT relationship can be mostly
described from examining information asymmetry and asymmetry of decision-making power
in HAT [14].

2.1.1. Information Asymmetry in HAT

By viewing ‘information as [a] commodity’ in the relationship between human principals and
AAI agents [9], the explanations, interpretations, and assurance statements of AAI systems in



HAT can be understood as the information with which their intentionality and behavior can be
explained, interpreted, or assured to humans [20]. In human-human teams, mutual commu-
nication is seen as prerequisite to establishing ’team flow’ while working on tasks requiring
collaboration, which in turn manifest as ’mutual trust’ [15]. However, in HAT operations, there
is an innate inability to communicate due to the absence of shared mental models [21, 22]
among human principals, human agents, AAI systems and stakeholders. Compounding this,
‘information asymmetries’ could be amplified due to human principals and the AAI agent being
misaligned in their values from inapt utility incentives built into AAI systems [23].

According to the SAFE-AI model [24], it is vital for the human to have access to information-
rich communication from an AAI system for situation awareness levels of ‘perception’, ‘compre-
hension’ and ‘projection’. These let the human principal or human agent teammate perceive the
AAI system’s current activities and decisions, comprehend the causality, assess the implications
of decisions and activities, and project the next steps [24]. There might be no discernible
benefit from explainability of autonomous agents when likelihood and impact of risks from their
operation are negligible, or when the risks are universally known and accepted [25]. However,
in mission-critical operations, explanation of intentionality during task execution is crucial for
human trust in AAI systems [25]. When information communicated from AAI agency back to
the human principal or other fellow human agents is not ‘correct’, ‘relevant’ or is unsuited to
the human’s understanding, the asymmetry can impact success of operations [24].

There are also the variety of information asymmetries that may stem from the issues of
‘self-interest’ [14], lack of capability and motivation and naïve or willful non-compliance of
‘human[s]-in-the-loop’ [26]. On one hand, the human principal’s trust in the AAI system may
be influenced by the communication of the AAI system’s intent, especially as the AAI autonomy
to act on that intent increases [4]. On the other hand, regardless of the information provided
by the agents, the ‘bounded rationality’ typical of humans [14]would constrain the human
principals, fellow human agent and other stakeholders in HAT from understanding the entirety
of the logic and rationale presented directly from multiple AAI agents in real-time.

2.1.2. Asymmetry of Decision-making Power in HAT

In mission-critical HAT operations, situations involve ’goal conflict’, ’risk aversion’, ‘cooperative
effort’, and constraints from ‘bounded rationality’ [14]. The HAT environment is also thought to
have centralized decision-making by the human principal, where delegation of decision-making
power is ‘hierarchical’ [27]. When economy and ‘efficiency’ mainly constitute the ‘criterion for
effectiveness’ [14], a ‘centralized’ decision-making authority is delegated through ‘hierarchies’
[27] for an allocation of resources and outputs [14, 28]. The HAT environment may be seen as
having ’unprogrammed or team-oriented jobs in which evaluation of behaviors is difficult’ [14].
This prompts the ongoing ’agency problem’ of the cost incurred by the principal ‘to verify what
the agent is actually doing’ [14]. The asymmetry of decision-making power would shift towards
AAI as the ’Level of Autonomy (LOA)’ varies from ‘manual control’ to ‘High agent autonomy’
over ten levels [2]. The power of decision-making would be based on the LOA, and the extent
of human delegation of decision-making to autonomous systems in HAT based on capability
of systems, risks involved, and trust in systems [2]. Also, in terms of the modes of human
collaboration in HAT, human principals may be seen to share decision-making power with AAI



systems through the various modes of HAT such as ’human in the loop’ (HITL), ’human on the
loop’ (HOTL), ’human starts the loop’ (HSTL), and ’human ends-the-loop’ (HETL) [5, 18].

Despite the inclusion of humans principals to the loop in various forms, several challenges
[1] to societal values may be expected from decision-making in HAT, and these may affect the
‘economic and moral nature of relationships and decision-making in, and around, organizations’
[11, 29]. Also, human collaborations with AAI agents can be expected to be ’susceptible to social
dynamics’ and ’group dynamics’ [30]. To include the several stakeholders that mission-critical
HAT operations are accountable to [29], stakeholder theory is employed here to ‘normatively’
and ‘descriptively’ [9] broaden the decision-making structure towards a ‘polyarch[y]’ [27].

2.2. Broadening the HAT Environment with Stakeholder Theory

The social legitimacy of any mission-critical HAT operation by an organization or principal
may require to be seen in a larger moral light and one of broader societal trust than just limited
to the utilitarian, economic or efficiency aspect of that operation [9]. Stakeholder theory can be
thought of as a broader approach to organizational behavior, wherein the available descriptions
from agency theory can be ‘subsumed’ [9]. An analysis of the stakeholders, their influence,
interest and expectations in the HAT environment provides for the optimal engagement of
stakeholders to gain their trust [9, 12]. Drawing attention to stakeholders draws out the
‘implicit social contract‘ [9] among the principals, agents and society that are involved in the
HAT environment. In mission-critical operations involving HAT, the stakeholders range from
managers of AAI system-based operations in organizations, end users or consumers of AAI
systems, organizations that develop AAI, and all those affected directly or indirectly by AAI
system-based operations or decisions [29].

Stakeholder inclusion expands the seemingly limited scope of a HAT operation from being
an interaction between human principal and AAI agent to a milieu of ‘value creation’ and trust
among stakeholders [11, 12] in society. The normative aspects of stakeholder theory embed
the utilitarian HAT operations in the broader perspective of organization, community, and
society. This also balances out the ‘hierarchic’ nature of the ‘decision-making structure’ with
a ‘polyarchic’ context of stakeholders and society [27]. The balance enables decision-making
that can navigate the ‘Type I errors’ of ‘rejecting a superior alternative’ and ‘Type II errors’
of ‘accepting an inferior alternative’ [27]. The decision-making shifts from being driven by
economy and efficiency alone, to being embedded in the intent-agency-context milieu.

Given the diversity of human principals, human agents, and societal stakeholders in the HAT
environment, their varying influence levels and interest levels may represent a spectrum of
‘mental models’ or ‘knowledge structures’ [21, 22] in use to understand the mission-critical
HAT operation. There may also be multiple ‘shared mental models’ [21] in different sub-teams
within the HAT environment depending on their experience and expertise. The communication
or information exchanged would need to be tailored to the purpose, such as for evaluation,
justification, management or learning [29]. The conceptual model presented thus far, now
presents the opportunity for MeX to resolve the asymmetries in the intent-agency-context
environment of mission-critical HAT operations (Fig.1).



Figure 1: Non-human Mediating Explainer (MeX) in the HAT environment.

3. Opportunity for a Mediating Explainer (MeX)

From related work in literature pertaining to complex socio-political settings, ’intermediation’
is known to help in resolving imbalances typical of principal-agent relationships, such as in the
‘distribution of knowledge’ and ‘discretionary power’ [31]. MeX in HAT (Fig.1.) may be likened
to a ‘middleware’ layer in ‘Service Oriented Architecture (SOA)’ for ‘cyber-physical systems’
[32, 33]. It can also be seen as a broad platform that could host an ‘artificial SMM’ [21] or
‘Decision Support Tool (DST)’ in the HAT environment [34]. It would be able to reach out to the
affordances provided within AAI systems to gather information [35]. In multi-level principal-
agent HAT relationships [36], MeX can take on the non-judgmental and non-fearing nature of
non-human agents [6, 15], facilitating a safe environment for putting forward recommendations
and explanations to the principal, organization, society, and other stakeholders. This may
otherwise not be available from fear of judgement or punishment. The ‘recommendations’,
‘reputations’ or ’referrals’ [37] from MeX, as a third party, can be ’influencing factors’ in
resolving imbalances [37]. MeX would effectively adapt complex information available from
the AAI systems to suit the workload and information needs of the human principal, while
also making available information to the organization and stakeholders. MeX would be able to
resolve the asymmetries among the stakeholders in the HAT environment through situation
updates, anticipating information needs, monitoring for errors, and offering assistance, thereby
allowing the HAT to realize their full potential without impeding each other.

MeX seeks to abstract the bounded rationality that renders humans unable to mentally model
the entirety of the AAI agent’s logic and rationale. The abstraction reduces the effect of the
bounded rationality and self-interest of human principals and stakeholders on the AAI agent’s
decision making and performance, preventing failures seen in similar mission-critical situations
[26]. Although intermediaries in principal-agent relationships are well established [31], an
intermediary of the kind proposed (Fig.1) is novel in HAT. The interaction between the human
principals and the multiple AAI systems of varying functions and capabilities (Fig.1 labels 1, 2) is
mediated by the non-human intermediary. Additionally, any interaction between human agents,
such as fellow soldiers or fellow workers, and AAI (Fig.1 labels 3, 2), can also be mediated by



MeX. It also can mediate between the AAI and the supplying organization to run maintenance
tasks. It can complement HAT interactions by providing access to stakeholders (Fig.1 labels 4,
2) for audits and status outputs that are trustworthy, unbiased, non-fearing and on-demand,
even as the AAI systems go about their tasks.

4. Discussion and Conclusions

Examining HAT relationships in the new paradigm of delegated decision-making by multiple,
highly autonomous systems, would warrant a paradigm shift to a macrocosmic view of the
overall HAT environment, that goes beyond human principals attending to individual AAI agents.
For example, in multi-agent, mission critical operations involving highly autonomous agents, the
intermediary, itself an AI agent, would be able to collate and customize explanations, assurance
statements and interpretations without being limited by a human’s bounded rationality. Also,
the relationships between human principals and human agents may be founded on personal trust,
either dyadic or organizational [38], and may be seen to vary depending on social dynamics,
group dynamics and other human factors [30]. In contrast, the shifted paradigm would require
shifting from personal trust in individual AAI systems in the HAT, to an impersonal trust or
institutional trust reposed in the specific HAT environment or operation as a whole, within the
societal context. MeX would be able to provide a platform for non-fearing and non-judgmental
[6, 15] and holistic explanations, interpretations and assurance statements.

At lower levels of LOA, MeX could raise concerns about adding another layer of non-human
systems, as well as bringing up further questions of trust in that intermediary itself. The oppor-
tunities for MeX can gather importance only when decision-making in HAT shifts towards AAI
agents with higher LOA and increased heterogeneity of agency. Further research in the form of
case studies, in domains such as MCM, is needed to bring out the desirable features and the
implementation specifics of MeX. Empirical testing of simulations of the non-human intermedi-
ary will be required to evaluate how holistic explanations, assurances and interpretations from
MeX could help in fostering institutional trust. It also needs to be examined if incorporating
features of similar cyber-physical intermediaries such as the ‘artificial SMM’ [21] or DST [34]
in MeX could bring about significant impact in HAT performance and social legitimacy.

This conceptual paper contributes a novel means of examining the asymmetries of risk-
exposure, information, and capabilities in human-autonomy team relationships in the social
context. It incorporates the needs of principals, agents, organizations, society, and other
stakeholders through the device of a non-human intermediary. The key contributions of this
paper are i) outlining the intent, agency, and context in the HAT environment, ii) broadly
identifying issues as human principal-AAI agent asymmetries, iii) extending the scope of HAT
environment to include societal stakeholders, and iv) presenting opportunities for a Mediating
Explainer (MeX) that would be less constrained by fear, self-interest and bounded-rationality.
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