CEUR-WS.org/Vol-3793/paper_27.pdf

C

CEUR

Workshop
Proceedings

Exploring Agent Behaviors in Network Security
through Trajectory Clustering

Ondrej Lukas®*f, Sebastian Garcia®f

"Faculty of Electrical Engineering, Czech Technical University in Prague, Czechia

Abstract

Reinforcement learning has been successfully used for training security agents, but there have not been
explanations for the behavior of their policies. In this work, we study the behavior of reinforcement
learning-based attacking agents in network security environments to understand how to improve them.
The sequences of steps (trajectories) generated by the agent-environment interactions are used for (i)
analyzing the change in behavior during the training process and (ii) analyzing the performance of the
policy of the trained agent. Our proposed method uses a vector representation of the trajectory steps,
which are clustered to find similarities in the trajectories based on actions taken, their effects on the state
of the environment, and the rewards obtained by the agents. The trajectory cluster analysis is paired with
additional visualizations to provide a better and deeper understanding of the policies. Preliminary results
show that the proposed method can identify behavioral patterns in the agents’ policies and subsequently
help guide the agent’s learning process.
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1. Introduction

Reinforcement Learning (RL) has been successfully used in various complex problems, from
theoretical games to robotics. Its application to the security domain has already been adopted by
research in simulated security environments [1, 2]. Various model architectures were proposed
for the RL-based agent playing the role of the attacker or penetration tester for traditional and
Deep RL methods [3, 4, 5].

The evaluation of an agent and its learning progress often relies only on numerical metrics
such as win rate or mean return. While informative, especially during the early stages of the
agent training, such evaluation does not provide sufficient insight into the trained agent’s
behavior, development throughout the training process, and ability to generalize [6]. Therefore,
a deeper insight into the trajectories generated by the agent policy plays an important role in
the hyperparameter selection, training setup, and agent verification [7]. In this ongoing work,
we are focusing on exploring two main research questions:
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1. RQ1: How can a trajectory analysis provide insights for model-agnostic behavior evalua-
tion and understanding?

2. RQ2: How do the trajectories exhibit changes during the training process?

Furthermore, we aim to explore the suitability of the trajectory analysis for finding similarities
in the behavior of different model architectures. These can help identify the necessary steps in
task solving and can be further used to validate the agents’ behavior and explain it to humans.

The main contribution of this work is an evaluation of a variety of RL agents playing in the
NetSecGame environment and comparing their behaviors. The comparison and evaluation are
done following a method for processing the game-play trajectories of agent’s policies.

2. Related Work

In recent years, there have been notable advancements in the RL for security both in the
agents [8, 9, 3, 4, 5] and the environments [2, 1, 8]. Still, there is a lack of explainable methods
that would allow verification and easier human-computer cooperation in the security domain.

The increased focus on model interpretability can also be seen in the reinforcement learning
domain. There are three main approaches to explainable RL: Model explanation only focuses
on the underlying model, Policy Explanation explains the behavior of the agent, and Outcome
explanation focuses on the local explanation of a (sub)trajectory [10].

In the latter two, the trajectories are commonly used for decision attribution [11], visual
explanations [12], directly for model improvement [13] or summarization of agent’s behavior [14,
15] . However, none of these methods was evaluated in a security scenario.

3. Methodology

The NetSecGame' is an environment simulation of high-level network security tasks. The agent,
playing the role of the attacker, interacts with the environment in an episodic setup, learning
the dynamics of the environment in the process. The scenario used in this work simulates
the Sensitive data exfiltration attack, in which the task of the attacker is to (i) understand the
topology of the local networks, (ii) locate the sensitive data, (iii) take certain measures to access
the data, and finally (iv) exfiltrate the data to an external location outside the local network.

In the NetSecGame, state representation and actions do not have a fixed size, which is different
from most gym-like environments. States are represented by a collection of assets available to
the agent consisting of a set of known networks, a set of known hosts, a set of controlled hosts, a
set of known services, and a set of known data.

The actions in this environment consist of five action types, each of them having a different
set of parameters that are selected from the state representation (e.g., IP addresses and services).
All actions have a parameter that identifies from which host (position in the environment) it is
executed. For example, given a state s in which the agent controls a single host A in a network
N, the action of ScanNetwork can be played with parameters source host=A, target network=N.

'https://github.com/stratosphereips/NetSecGame



Such parametrization of actions allows for a modular and flexible environment that can
model various scenarios and situations. Also, it makes the trained policies difficult to visualize,
analyze, and evaluate. The environment changes after every agent’s move, and a new state
and an immediate reward is given to the agent. Each of these steps is represented by a tuple
(8¢, at, 141, St+1), where s; is the current state of the game, a; is the action performed in the
state sy, r¢4+1 is the immediate reward for playing action ay, and s;; is the following state as
the result of action a; in state s;.

A trajectory t is a sequence of steps starting from the initial state s until the terminal state
of the episode, which ends when the goal is reached, agent detected, or by timeout (reaching
the maximum allowed episode length). To analyze the agent’s behavior during and after the
training, we capture the trajectories generated by each agent.

We evaluate three types of agents (models) in the current stage of this work: Two variants
of Q-learning and an LLM-based agent. The first model is a vanilla Q-learning algorithm with
decaying € exploration. In contrast, the second model still uses Q-learning but is extended with
concepts to generalize to networks without knowing details such as the IP addresses, helping
merge some of the state-action pairs. This results in better generalization to unknown networks
and less overfitting to the topology of the network used in the trained task. The last model
evaluated is based on the OpenAI LLM GPT-3.5-turbo. The LLM-agent [8] uses the textual
representation of the state, description of the goal, and the environment to select an action to be
played in the state. The LLM model is not fine-tuned for playing the role of an attacker, apart
from the prompt composition.

Trajectories from 500 evaluation episodes were collected for each model at multiple training
checkpoints for comparison and analysis. In the case of the LLM agent, there was no training
period; thus, only the evaluation trajectories were used. The first part of the policy evaluation
focuses only on the sequence of actions. We study the action type distribution per step based on
all the trajectories gathered for a policy. The distribution of the action types shows the agent’s
primary goal in each step of the interaction.

The optimal trajectory in the data exfiltration scenario consists of 5 steps, which allows
computing the mean action type efficiency given the set of trajectories 7" as follows:

Let Tyyins = {t € T' | t.end = win} be a subset of trajectories in which the agent wins. Then,
we compute the efficiency of the action type a' as

’Twins|
{s € Twins | s.action = al}|

ef ficiencyqt (Twins) =

This metric equals 1 for each action type for an optimal trajectory, as each should be played
only once. Values less than 1 mean that the action of type ¢ is repeatedly played - most likely
with incorrect parameters.

While analyzing the action sequence brings insights into the agent’s behavior, it does not
fully use the information the trajectories provide. Therefore, we propose encoding each step s
of a trajectory ¢ using the following vector representation for further processing and analysis:

1. Size of each component of s.
2. Size of each component of s;¢;.
3. Amount of change caused by a (|Spext — /).



4. Reward 7.

5. Return when starting from the step s. (Sum of all rewards that the agent expects to receive
from state s until the end of the episode)

6. One-hot encoded action a used in step s.

After the encoding, the trajectory steps are processed by UMAP [16] (Uniform Manifold Approx-
imation and Projection). UMAP is a dimensionality reduction technique that efficiently maps
high-dimensional data into a lower-dimensional space. It uses manifold learning techniques
to model the underlying structure of the data, preserving both local and global structures. We
propose using the projection to find similarities among the trajectory steps of different models.

4. Results

The results of comparing action types can be seen in Figure 1. It shows the distribution of
actions in each step of the trajectory for Q-learning (Figure 1a), Q-Learning with general
concepts(Figure 1b) and GPT-3.5 agent(Figure 1c). The bar plot in Figure 1d compares the Action
efficiency of each model.

UMAP projection of the trajectory steps is shown in Figures 2 and 3. The step number,
underlying model, action type, and the outcome of the trajectories are highlighted.

5. Discussion

The comparison in Figure 1 shows several differences in the policies, most notably in the lengths
of trajectories and the action composition.

All three models show in the first steps an initial phase of exploration (mainly composed of
Scan Network action and Scan Services action). Still, in the case of the Conceptual Q-learning, it
is heavily focused on the FindData action. Since searching the data in a host requires control
of the host, taking this action in the first step of the game is impractical as confirmed by the
action efficiency of 15% shown in Figure 1d. The second major difference in the behavior of
the Conceptual agent is the significant use of Data Exfiltration action in the later stages of the
interaction. In comparison, the LLM and Q-learning agents are exfiltrating the data in very few
cases, suggesting that it only happens for the correct data point required to win the game.

The high action efficiency of the Q-learning agent may indicate that the model could be
overfitted to the particular task and network topology. This hypothesis is further supported by
a low amount of Find Data actions, likely caused by a lack of exploration. In contrast, the LLM
agent (which has no additional training for this particular task) shows more exploration (usage
of Scan Network, Find Services, and Find Data). Such behavior, which shows less efficiency in
this particular task and topology, can lead to better generalization capabilities of the policy.

The UMAP projection in Figure 2 supports the hypothesis of unnecessary use of Exfiltrate
Data action of the conceptual agent as those steps should be taken later in the interaction and
lead to either a timeout ending or a detection ending, which is visible in the largest central
cluster.

Model attribution in the second subplot of Figure 2 indicates higher similarity in the Q-
learning and LLM trajectory steps despite significant model differences.
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Figure 1: Figures (a), (b), and (c) show action type distribution per step for Q-learning (a), Q-learning
with concepts (b), and LLM-based model (c) in all evaluation episodes. The height of the bar represents
the number of evaluation episodes in which the corresponding step was reached. The decreasing height
of the bars shows a lower occurrence of long episodes. Figure (d) plot shows action efficiency per model
for winning episodes only (higher is better).

Figure 3 shows the comparison of the trajectories of the Q-learning model at five distinct
points of training. Since the figure depicts only one model type, it shows a lower separation of
the clusters. However, the Action type subplot shows smaller clusters around them, which show
higher purity and correspond to the winning trajectories. These clusters are attributed to the
policies in the later stage of the training, having steps that occurred in the first twenty steps
of the trajectories. A possible explanation is that as the model adapts to the environment, the
produced trajectories have less exploration and higher similarity. In the projection, this results
in the smaller peripheral clusters.

A notable exception are the two clusters of steps with action ScanNetwork and FindServices in
the lower left part of the plot. The end reason subplot shows that they consist of both winning
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Figure 2: UMAP projection of the vector representation of trajectory steps. Step number is the sequence
number of the step in each trajectory. The knowledge of the End reason of the trajectory is assigned to
all the steps in that trajectory.

and losing trajectory steps. We can see that those steps occur at the beginning of the trajectories
and for most of the models. The most likely reason is that these clusters consist of the agents’
initial recon steps. Since the starting state, while being randomized, is very similar in each of
the trajectories, this part of the Q-table is learned very early in the training process.

6. Conclusion and Future Work

In this early-stage work, we introduce the policy evaluation for a security scenario using the
trajectory step analysis. We propose the vector representation of the trajectories generated by
the RL agent and demonstrate its application in visual explanations of trained policies. We show
that the trajectory steps and proposed vector representation can be used to find similarities in
the policies of different model types. We evaluate the method to explain the policies during the
training process.

Currently, no DRL models are included in the evaluation. Additionally, comparison with
other security environment is needed.

In the project’s current phase, the analysis focuses only on the steps of the trajectories, but
such an approach might not capture all the complexities of the policy. Future steps should
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Figure 3: UMAP projection of trajectories obtained from the same Q-learning agent after 5000, 10 000,
15 000, 20 000, and 25 000 training episodes.

focus on extending this work to the sequence of steps and potentially whole trajectories. The
primary motivation for such an extension is to better understand and interpret the changes
in the agent’s behavior during training. Secondly, the better clustering of trajectory steps can
allow the detection of agents’ intrinsic sub-goals in the trajectories, their comparison across the
model types, and their mapping to the existing knowledge base of attacking techniques.
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