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Abstract 
This article proposes an interactive dashboard for analyzing semantic image segmentation 
models using eXplainable AI (xAI) methods. It integrates open-source xAI packages with 
segmentation models from PyTorch and TensorFlow Keras, focusing on road traffic images. 
Through model-based and post hoc explanation methods, users gain insights into model 
perceptions. The dashboard facilitates user interaction by allowing selection of model, label, and 
xAI method, with visualizations displaying segmented images and explanations. The 
implementation uses Python's Dash library, complemented by PyTorch and external xAI 
libraries. A demo app showcases model comparisons and xAI method outputs, enhancing 
transparency and trust in AI systems for safety-critical applications like autonomous driving. 
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1. Introduction 

xAI is a set of methods and procedures which help humans to understand and trust results 

created by artificial intelligence (AI) algorithms. Especially in safety-critical applications, 

xAI is a key requirement [1]. This can be achieved through various validation algorithms. 

To obtain an unbiased and comprehensive understanding of the outcomes produced by 

existing algorithms for neural networks (NNs) at different depths, this article proposes a 

novel interactive dashboard containing a subset of common xAI methods of the most 

prominent open source xAI packages. These packages can be used to analyze data and 

segmentation models, e.g., from road traffic. The dashboard also allows for a selection of 

data and trained segmentation models from common libraries like PyTorch [2]. 

 

In autonomous driving the perception of environment is an important aspect. Image 

segmentation, a frequently used technique in this application, assigns a label to every pixel 

in an image so that pixels with the same label share certain characteristics. It is important 

that these segmentation models have a high accuracy and efficiency as they are included in 
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driver assistance systems. xAI enables the user to analyze the performance of the 

segmentation models. Thus, it helps the AI developer – in the example of machine vision for 

autonomous vehicles – to check if the model evaluates the situation shown in the image 

correctly. However, the segmentation models and xAI methods are not yet optimised for 

autonomous driving. While they can assist in the resolution of issues, their development in 

this field is not yet sufficiently advanced. 

 

From 2015 to 2021, more than 150 xAI related tools have been published [3]. In general 

the tools are implemented for image classification, because the xAI-methods were initially 

developed for image classification [4]. For both machine vision tasks, image classification 

and semantic segmentation, heatmaps can be employed to help the user to find out if the 

model learned what it was expected to learn. During the analysis of the widely used xAI-

tools, we did not come across a specific tool dedicated solely to image segmentation. The 

Neuroscope framework [4] has been one approach towards xAI analysis for image 

segmentation (plus image classification). However, it is important to note that its 

implementation is platform-dependent and there are currently no plans for further 

development [5]. Therefore, we intend to fill the gap by implementing a novel platform-

independent dashboard for image segmentation specifically. Our goal is to insert the most 

common segmentation models and xAI-methods in a dashboard with user-friendly 

interaction possibility.  

 

2. Models and xAI-Methods 

2.1. Models 

The right choice of model for computer vision tasks is crucial. The library from PyTorch 

specifies which model is preferable for which task. Table 1 shows an overview of the models 

for image segmentation used in the dashboard. The models can be categorised in fully 

convolutional networks (FCN) and DeepLabV3 networks. 

 

Table 1 

Overview of used models for semantic image segmentation in PyTorch 

 

 

 

 

 

 

 

The first model class comprises FCN ResNet models which take inputs of different sizes 

and produce outputs of corresponding sizes. Segmentation networks are based on 

task model specification 

Semantic segmentation 

FCN 
FCN_ResNet_50 

FCN_ResNet_101 

DeepLabV3 

DeepLabV3_MobileNet_V3_Large 

DeepLabV3_ResNet_50 

DeepLabV3_ResNet_101 



classification networks with little adaption. ResNet is a deep convolutional neural network 

proposed by Microsoft. With residual blocks that help optimise a residual function, this 

architecture allows accuracy to be increased by increasing the depths of layers [6]. The 

number “50”, for example in FCN ResNet 50, represents the number of layers in the network. 

All models in Table 1 are pretrained with the PASCAL VOC dataset. 

 

The second model class is the DeepLabV3 model, which is based on the Resnet 50, Resnet 

101 or MobileNet3 backbone. The difference is that DeepLabV3 uses atrous convolution, 

also called dilated convolution. The models based on atrous convolution are actively 

researched for in semantic segmentation [7]. DeepLabV3 uses the MobileNetV3-Large 

model, which is 34% faster than its predecessor at the same accuracy level for cityscape 

segmentation. The reason for the speed increase of mobile models is two-fold: First, 

MobileNetV3 uses the hard sigmoid function instead of the standard sigmoid function 

because the hard sigmoid function has much lower latency costs [8]. Second, mobile models 

employ atrous convolution meaning that the kernel laid over the input has some holes. The 

size of the holes can be controlled by the hyperparameter rate. The default convolution sets 

the rate to 1. The more the rate increases, the more it is possible to encode the object with 

multi-scale context [7]. 

2.2. xAI-Methods 

Our dashboard in its current implementation uses Layer GradCAM, LIME, Feature Ablation, 

and Saliency as xAI-methods. xAI-methods can be categorized in model-specific and model-

agnostic methods. Model-specific methods calculated the effect of changes in the input 

features to the output using the model itself, while model-agnostic methods work by 

manipulating input data and analyzing the respective model predictions without knowledge 

of the model. Within the subclasses of specific and agnostic, one can further distinguish 

between local or global methods. Local methods explain the individual predictions of 

models, while global methods explain the behavior of the model averaged over all samples 

[9],[10],[11].  

 

Gradient-weighted Class Activation Mapping (GradCAM) [12] is a technique that 

analyzes gradient information for any convolutional layer of a model and generates a 

heatmap that highlights important regions in the image. This method operates through 

forward passes without backpropagation.  

 

Local Interpretable Model Agnostic Explanations (LIME) [13] trains an interpretable 

surrogate model. The model is evaluated at sampling points around a defined input example 

to train a simple surrogate model. It is a model-agnostic, perturbation-based approach. 

 

Feature Ablation [9] is perturbation-based and calculates attribution, by replacing each 

input feature with some reference, and calculating the difference in output. A set of features 

can be turned off together instead of one at a time. 

 



Saliency [14] calculates the gradients with respect to inputs.  

3. Implementation 

The goal is to deliver a dashboard that allows the user to interactively check an AI model 

for semantic segmentation using a variety of xAI methods. This involves finding the trade-

off between technical depth on one side and comprehensibility by the ordinary user on the 

other side. The dashboard is implemented with python using Dash [15]. Dash is a library 

from Plotly to create web apps without need to write code in JavaScript or HTML. Dash in 

combination with PyTorch yields good visualization possibilities for segmented models.  xAI 

methods were implemented using the Captum library [9] and the pytorch-grad-cam library 

from Jacob Gildenblat [16].   

4. Function of dashboard 

The dashboard can be used to compare xAI methods for different segmentation models. As 

a first step, a demo app has been implemented with the goal to show the user the main 

working principles of the dashboard. This will help the user to get accustomed to the tool. 

The demo app can be opened with the tab “show demo”. In the dropdown menus as shown 

in Figure 1 the segmentation models for comparison can be chosen. If on both images a 

model is selected, the difference between the segmented images of the two models gets 

visible on the bottom left side. This image is obtained by taking the pixelwise difference of 

the arrays of the two segmented images. 

 

Figure 1: Model selection to compare the segmentation models. 

     The segmented image is overlaid with the original one so that the user can easily see the 

quality of the segmentation. By showing the differences, the model quality can be easily 

compared visually. This helps the user to decide for an appropriate model.  After selecting 



a model, the user chooses a label from the dropdown menu “Label Selection”, as shown in 

Figure 2. The labels are, in the preliminary version, predefined since the dashboard only 

allows the selection of pre-trained models from PyTorch. 

 

 

Figure 2: Label Selection. 

After the label is selected, up to two xAI methods can be chosen from the dropdown 

menu, one on the left-hand side, another on the right-hand side. Then, the upper row shows 

the original image overlaid with the heatmap from the corresponding xAI methods. If two 

xAI methods are selected, the difference of their corresponding heatmaps is shown in the 

lower right section to allow for direct visual comparison. On a technical level, the user has 

to make sure to select the same label for both xAI methods to make the comparison 

meaningful. The difference of the heatmaps is calculated as soon as the methods are selected 

in both filter bars. If a method is not selected in one of the filters, the element will indicate 

which filter needs to have a method chosen, as shown in Figure 3. 

This is not the final state of the dashboard: One the lower right section, it is planned to 

include metrics to evaluate the xAI methods, e.g., from the library Quantus [17]. Currently, 

Quantus is only applicable to image classification, but with a few modifications, it should be 

possible to apply it to image segmentation as well. Also, the metrics have to be pre-selected 

first. For implementation everything is documented on GitHub*2. 

 

2 https://github.com/fschurma/xAI_dashboard 

https://github.com/fschurma/xAI_dashboard


 

Figure 3: Method selection to compare the xAI methods. 

 

5. Conclusion 

The demo app with the functions described above serves as the foundation of the final app 

currently under construction.  The goal of the final version is to allow the users to import 

their own image(s) and segmentation model(s) to test its/their performance. This enables 

the user to adjust the models. In the current state, comparison of two models and two 

methods is possible only visually.  It is planned to display evaluation metrics additionally, 

which would be a benefit compared to similar implementations like Neuroscope [4]. Metrics 

could be based on those from Quantus [17]. However, this will require first to study which 

of the metrics can be transferred from classification to segmentation tasks.  The xAI 

methods employed in this demo app are just a small selection which will be extended to a 

larger subset like, e.g., in Neuroscope. For a better visualization, it is planned to include a 

color scale to illustrate the magnitude of the image differences.  As a last step, the app will 

be thoroughly tested to make sure it will meet the requirements for user-friendly human-

machine interaction.  
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